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Abstract 

 Retinal disorders are one of the common eye problems and its complication affects the eyes. In some 

cases, the retinal diseases would not cause any symptoms or it only shows mild vision impairments. Finally, it 

causes no vision or blindness. So, earlier recognition of symptoms could help to avoid blindness. Routine 

screening is one of the methods for early diagnosis of retinal disease. Other common ways to identify retinal 

disease is to have an expert evaluate and rate eye photographs for the existence and severity of the illness. 

Unfortunately, in many parts of the world where retinal disease is common, but the medical specialists capable of 

recognizing DR are scarce. Hence, a novel optimized African Buffalo based deep Convolutional Neural Network 

(AB-DCNN) deep learning model is introduced in this article, which could detect the retinal disorders in the earlier 

stage from the fundus retinal image datasets and classify its stages. The proposed mechanism could detect diseases 

like Central Serous Retinopathy (CSR), Age-related Macular Degeneration (AMD), Diabetic Retinopathy (DR) 

and Macular hole (MH) and classify its stages as Severe, Moderate, Mild NPDR, PDR, and normal 

case.  Depending upon the clinical importance, the impact of uncertainty on system performance and the 

relation among explainability and uncertainty are examined. The uncertainty evidences make the system more 

reliable for usage in clinical environments. The proposed methodology increases the operational speed and lessens 

the computation time of the algorithm. It also reduces the losses and enhances the classification accuracy. 

Keywords: Retinal disease; Deep learning; African Buffalo optimization; Classification 

1. Introduction 

As per the WHO's first World Report on Vision, approximately 2.2 billion people worldwide suffer from 

impaired vision or blindness. Furthermore, the world population's increase and changes in its age structure are 

leading this quantity to grow at a faster rate.  The detection and prognosis of various eye illnesses from the muscle 

area is a critical issue for ophthalmologists [1]. As a result, illness progression is tracked and addressed through 

small vessel identification and structural and functional evaluation. Furthermore, the micro vascular networks and 

the retinal analysis structure are used to diagnose eye diseases for example macular edoema, glaucoma, and AMD. 

If retinal disease is detected earlier, it could be treated; otherwise, it might result in irreparable blindness. As a 

result, routine screening is critical for early diagnosis of retinal disease [2]. Unfortunately, in various regions of 

the world wherein the diabetes is more common, medical specialists capable of recognizing Diabetic Retinopathy 

disorder are scarce. There is enough data to suggest that retinal screening and diagnosis could help reduce 

unnecessary blindness. One of the simplest ways to identify retinal disorders is having an expert to evaluate and 

rate eye photographs for the existence and severity of the illness.  

The fundus camera was invented in 1926, and it changed the area of retinal screening and 

ophthalmology [3]. The retinal images were acquired from a scanning laser ophthalmoscope or a fundus camera. 

For disease diagnosis and retinal analysis, a fundus image is required. The growing need for retinal screening 

necessitates a fundus image that is both low-cost and ubiquitous. The posterior portion of the eye is photographed 

using normal fundus imaging camera that captures the fundus' RGB images. It is attached to a microscope with a 

flash-enabled camera. Fundus cameras are already accessible in clinics, which provide decent quality images, 

although they are typically big and expensive [4]. As a result, there have lately been major efforts to take use of 

recent advances in telecommunications and smartphone technique to develop convenient, cost-effective fundus 

cameras for ophthalmic screening in remote places. Fundus images could reveal and detect various critical retinal 
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locations such as the Optic Disk, Ocular Centre, retinal vessel and Optic nerve head (ONH).  An age-related 

macular degeneration (AMD), Diabetic retinopathy (DR), glaucoma, cataracts, and myopia everything could be 

detected with a fundus camera colour imaging approach, which is simple to set up. The blood vessels and optic 

disc in one's retina are easily affected by age-related macular retinal degradation, DR and glaucoma problems. 

However, there weren't enough extremely competent ophthalmologists participating in eye screening in 

many countries, particularly in low-income nations or regions with minimal healthcare resources.  

Optical coherence tomography (OCT) is a mechanism that captures cross-sectional retinal images and 

facilitates to find abnormalities such as retinal tissue damages or fluid leakages. Therefore, it is clear that early 

diagnosis of the disorder is vital in preventing visual impairments in patients [5]. The longer the condition is left 

untreated or undiagnosed, the more serious the problem would become. In the treatment of many diseases, 

machine learning techniques have become an extremely popular. The blood vessels and the optic disc in one's 

retina are highly influenced by age-related macular retinal degradation, DR and glaucoma of retinal illnesses. 

Diabetic retinopathy is a micro-vascular consequence of diabetics that creates gradual vision problems. DR has 

been identified as a universal public healthcare issue, and diabetics based vision damage must be treated quickly 

to be avoided. According to epidemiological study, one for every 3 diabetics exhibits indications of DR, and a 

third of that may have eyesight retinal, which is classified as serious non-proliferative eye problems or diabetic 

maculae edoema [6]. Standard operating procedures are necessary to avoid the initiation and growth of DR, and 

DR screening programmes have always being suggested for diabetics. Because clear and sustainable programmes 

take significant resources to create and maintain, DR screenings is not extensively used as a federal 

programme around the world, and several individuals with diabetics are ignorant of high danger of DR and other 

relevant issues. 

Slight Non-Proliferative Diabetic Retinopathy (NPDR), Severe and Moderate NPDR, and Proliferative 

Diabetic Retinopathy (PDR) are the four types of diabetic retinopathy (PDR). NPDR will be the first phase of 

diabetic retinopathy, which is characterised by microscopic aneurysm (MA), which is the smaller region of 

bulging in the retinal blood vessels. There seems to be no excessive bleeding in the retinal nerve, and if DR is 

discovered early enough, it may be possible to save the patient's vision with appropriate healthcare therapy. Slight 

NPDR escalates to a severe state if blood leaks from the clogged retina arteries if untreated. That's the Severe 

NPDR stage [7]. Exudates (Ex) could be present at such time. Venous beading is caused by the dilatation and 

contraction of venous system in the retinal. In the Serious NPDR stage, a huge amount of blood vessels in the 

retinal are stopped, resulting in over 20 intra-retinal haemorrhages in all four retinal quadrants, or intraregional 

micro vascular abnormalities (IRMA), that could be seen as swellings of slender vessels that seem to tiny with 

pointed boundary red spots in at least one region and/or conclusive proof of VB in more than two quadrants. PDR 

is an extreme phase of the illness that develops whenever the problem is left untreated for a long time. 

Neovascularization (NV) represents the development of newly generated blood vessels in the retinal. Because 

these circulation arteries are generally fragile, there is a possibility of fluid leakage and tissue formation 

development. During this phase, various operational eye issues such as motion blur, limited range of view, and 

even full blindness may emerge. 

The fundus images of a healthy and an impaired eye are illustrated in Figure 1. 

 

Fig.1: Healthy and diseased fundus eye images 
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 Ophthalmologists' manual diagnosis of retinal disease requires a lot of work, and is time-consuming, and 

is vulnerable to disease misdiagnosis. As a result, there is an emergency requirement for developing a simple and 

cost-efficient auxiliary diagnostic method for screening the ocular disorder. This problem could be handled with 

the use of a computer-aided detection method which could prevent misdiagnosis and save time, money, and effort 

[8]. Artificial intelligence (AI) was found to be an important and viable mechanism for automated diagnosis of 

eye diseases or detection based upon colour retinal fundus images, due to the progression of Artificial Intelligence 

mechnaism in medical field over the last decades. In the last few decades, supervised deep learning techniques 

had attained outstanding specificity and sensitivity and in the AMD, DR, cataracts, pathological myopia and 

glaucoma detection, and have delivered advanced outcomes in the operation of classifying eye problems. 

However, since those models are trained with only a specific form of retinal disease, they might underperform in 

realistic conditions when the fundus image utilised for interpretation would be neither healthy nor the particular 

ocular disorder being used in the training; in such cases, the system is certain to provide an inaccurate prognosis. 

A multiclass approach that encompasses all sorts of eye illnesses could be a viable solution. But, such a 

model would involve vast datasets that were validated by ophthalmologists, but that would be time-consuming 

and costly. Moreover, due to the prevalence of some diseases and conditions, the whole range of probable 

abnormalities is rarely available. Artificial intelligence (AI) has found to be important and viable for 

automated screening of eye disease or detection based upon colour retinal fundus images, due to advancement of 

Artificial Intelligence in medicine throughout the last decades. In the recent years, the learning-based approaches 

aims for building a model based upon a set of attributes to recognize or categorize the outcome into various 

categories [9]. Amongst them, supervised deep learning algorithms have arisen and are being utilized in a 

numerous fields, particularly in the arena of medical image processing. It also has greater specificity and 

sensitivity in the analysis of retinal anomalies and gives advanced achievement in the categorization of eye 

diseases. Common machine learning approaches like Sparse Bayesian Classification, Multi-kernel extreme 

learning machines, Naive Bayes, Advanced Deep Learning, Support Vector Machines, and Random Forest 

algorithms have been broadly utilized for tackling medical issues and could also be used in identifying the 

Diabetic retinopathy disorder. 

 To overcome the DR challenges, sophisticated deep learning methods like CNN and Squeeze Net are 

used. Owing to its excellent performances in detecting patterns in big datasets, deep learning becomes a critical 

area in machine learning. In several fields, such as retinal imaging diagnosis, breakthroughs in automated illness 

identification utilising deep learning algorithms have resulted in superior performance to human vision. Deep 

learning algorithms may efficiently determine characteristics from data input for segmentation or classification, 

outperforming all other image analytic methods. Deep learning mechanism uses representation learning to uncover 

hidden patterns in massive amounts of data generated in this era of data explosion. It is designed to find 

representations for hidden features from datasets. It also offers a significant advantage over machine learning in 

terms of accuracy, making it significantly more accurate than machine learning. The efficiency of a deep learning 

framework increases with the amount of data used to train it. Therefore the more data we use, the more accurate 

will be the outcome. Deep learning, on the other hand, extracts features automatically and feeds them to the 

network to match with the item of interest. It's an essential part of the rapidly expanding discipline of data science. 

It establishes a rigorous conceptual framework for interpreting data and making decisions in diagnosis and 

management. Figure 1 represents the application of Deep Learning mechanism in the health care industry from 

the year 2008 to till date [10]. 
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Fig 1: Application of DL mechanism from 2008 to till date 

 Despite the fact that DL-based techniques in healthcare are fast evolving, and several observational 

studies have shown that AI can function on pace with healthcare specialists, the majority of such techniques have 

yet to be examined in designed clinical predictive research [11]. Many impediments, such as algorithmic 

accessibility, document management, confidentiality, and information standardization, impede actual deployment 

in patient-care situations. Furthermore, DL techniques are particularly 'data hungry,' necessitating vast amounts 

of health information to undertake huge investigations [12]. Considering AI's quick and spectacular advancement, 

the healthcare industry is extremely hopeful that AI will eventually provide greater and lesser care [13]. 

Typically, technicians travel to the rural places to acquire images, which are then reviewed and diagnosed 

by highly qualified clinicians. Their goal is to use technology to expand their efforts, i.e., to be able to 

automatically screen photos for disease and offer information on the severity of the problem. Medical experts are 

interested in computer-aided medical diagnostics for assisting in the assessment of medical images. In the last few 

decades, exploiting the potential of machine learning (ML) technologies and artificial intelligence (AI) 

mechanisms has attracted much interest. Deep learning (DL) algorithms, in particularly, have also shown 

admirable performance when it comes to medical image interpretation. Deep learning systems with economically 

comparable results have been established in ophthalmology for a variety of end tasks, such as the detection of 

various eye illnesses like DR, AMD and glaucoma [14]. Yet, substantial, diversified, and precisely labelled data 

is required for the future growth, training, and evaluation of deep learning techniques. Obtaining good quality 

information from the diseased and healthy people comes at a higher expense in terms of both effort and money. 

Furthermore, as with many illnesses, the no. of observations is frequently insufficient to undertake statistically 

important analysis. Most significantly, ethical issues about privacy of patients and personalized medical 

information present important limits, potentially biassing the outcome of the study, because all health professional 

must get genuine consent from patients, which is a legal, fundamental, and ethical necessity. 

Throughout the disciplines of speech recognition, medication design, computer vision, medical image 

processing, and plenty of others, deep neural network has significantly contributed for investigation and decision 

making.  The usage of sophisticated machine learning methodologies like Deep Neural network has made a 

substantial contribution to clinical screening and prediction of diseases, decreasing the need for human 

interpretation. In various domains, such as retinal imaging diagnosis, developments in automated illness 

identification utilizing deep learning approaches have resulted in performance incomparable to human observers 

over the previous decade. Currently, technological advancements have resulted in tremendous processing 

capacity, allowing neural networks to be applied in Machine Learning with the deep architectures. Building a deep 

learning approach could automatically assess the severity of blindness in a patient's ocular image. This automation 

technique can save a lot of time, which can be used to screen the approach of treating diabetic retinopathy in a 

broader scale. In tasks like segmentation and classification, deep learning algorithms for ocular diagnostics have 

shown a huge amount of potential. Softmax outputs pertaining to each of the target classes commonly make up 

the last layer of deep neural networks, which are used as classifiers.   It's commonly misunderstood as the class 
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probability. Despite having a higher softmax value, a model could be unreliable in prognosis because it learns 

during training to retain the value at its peaks for a lower loss function. Even when there is a little margin, deep 

learning-based classifiers normally deliver the group with the greatest softmax output as the outcome. End-users 

must be notified when a strategy is ambiguous in order to avoid making incorrect judgments. 

The goal of the study is to create a web - based assistance diagnostics that can analyze input retina photos 

and categorise diabetic retinopathy stages using an optimum pre-trained DL-CNN model with different amounts 

of variables and tiers. It's difficult since fine-tuning of a pre-trained deep convolutional neural networks 

framework on Diabetic Retinopathy images may produce comparable findings. As a result, the problem must be 

met by choosing a proper technique for designing and building for DR image categorization. As a result, in the 

study, an optimised deep learning architecture is given, in which the optimizing method addresses the obstacles 

in previous literature and produces a dependable result. The following is how the residue of the article is organised: 

Section 2 examines prior deep learning-based researches on the recognition of retinal disorders, whereas Section 

3 discusses the issues in the retinal disease detection process, and Section 4 discusses the present research's 

proposed techniques, including algorithms and schematic explanations. The experimental results and discussion 

are described in Section 5, and the Section 6 provides the conclusion. 

2. Related works 

Some of the recent literatures that discusses about the detection of retinal disease is explained below and 

few of the existing literatures on detection of diabetic retinopathy disorder are framed in table.1. 

A customized Convolutional Neural Network mechanism was introduced in [15] for distinguishing 

among referable and non-referable Diabetic Retinopathy images. On the Messidor-2 dataset, the CNN was trained 

on Kaggle and attained an Area under ROC of 98.21 percent. [16] utilized three pre-trained Convolutional  Neural 

Network models, Inception V3, Resnet152, Inception-Resnet-V2 to categorize Diabetic Retinopathy images as 

referable Diabetic Retinopathy or not. The Adaboost method was used to merge these Convolutional Neural 

Networks. They were able to achieve an Area under ROC of 94.6%. To categorise referable 

Diabetic Retinopathy images in a private dataset, a weighted pathways Convolutional Neural Network termed 

as WP-CNN was constructed in [17]. Their accuracy (ACC) was determined to be 94.23 percent. Two separate 

Convolutional Neural Network models was suggested to identify images as normal or Diabetic Retinopathy in 

[18]. On the DIARETDB1 dataset, their Convolutional Neural Network model has achieved an accuracy of 98.7 

percent. Despite prior studies had successful outcomes in the detection of Diabetic Retinopathy disorder; they did 

not consider the five stages of Diabetic Retinopathy and their varied lesions. The binary classification technique's 

fundamental flaw is that it only groups the Diabetic Retinopathy images into two forms, disregarding the four 

states of Diabetic Retinopathy. The precise Diabetic Retinopathy stages must be identified in order to choose the 

appropriate treatment strategy and avoid retinal degeneration.  

With the sensitivity of 96.8 percent to the images attained from the Messidor-2 dataset, a Convolutional 

Neural Network based Diabetic Retinopathy detector could properly  determine referable Diabetic 

Retinopathy and cases on the threat of losing their sight. However, the system's efficiency in determining negative 

and low-quality photos is poor. For the semi-supervised data, a Multi-Instance Learning technique employing 

multiple kernels (MK-MLI) was suggested in [19] for predicting Haemorrhage-Microaneurysm (HMA) on the 

region of interest of fundus images acquired from the Messidor dataset. This approach has 91.6 percent accuracy, 

but it has several drawbacks, like difficulties finding information hidden beneath complicated structures and 

instantly collecting higher-order data. The candidate identification procedure in sparse Bayesian classification is 

a difficult operation to accomplish in a complex image. The Arteriolar-to-venular realistic identification technique 

was proposed in [20]. The early phases of hypersensitivity retinopathy are identified. As a result, a smaller 

proportion of images with a bigger retinal region are needed. The efficient method of SuperResolution (SR) revival 

was discussed in [21]. The micro-motion connectivity among hyperacuity and the human eye's retina are more 

accurate. There are several other forward-improving approaches with noise-suppression capabilities in it. There 

is a lower level of consistency attained. As a result, the super-resolution (SR) image is dependent on the retina's 

micro-motion. 
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Recently reviewed retinal image improvement literature focused either on image de-blurring or 

image super-resolution. Various techniques for eliminating motion blur, improving contrast, and improving 

brightness of retinal fundus images have currently been presented. Contrast enhancement adaptive histogram 

equalisation (CLAHE) and Luminance gain matrix techniques have been offered as ways for enhancing 

luminosity and contrast [22]. To decrease the transparency and improve the sharpness of fundus images, the 

CLAHE and Fourier transform approach was employed in [23]. The blurriness removing function was conducted 

in [24] by calculating the transmission map and backdrop illumination level. The previously disclosed approaches 

were confined to extremely particular scenarios since they required estimating the deterioration model. A 

hierarchical CNN based system was suggested in [25] for classifying blurry and non-blurry photos, followed by 

image restoration. None of these strategies took spatial resolution into account as a degradation mechanism, nor 

could they test various types of blurring difficulties. Various fundus imaging super-resolution activities, on the 

other hand, have been completed. 

A novel innovation of a low-cost Mobile phone effective process with a microscopic lens was described 

in [26], which enables people in remote and inaccessible places to continue receiving eye checkups and illness 

diagnosis.  The mobile diagnosis technology analyses the retinal images taken either by microscopic lens using 

an ANN method to recognise retinal illness situations. The embedded technique is used to improve the 

applications to enhance battery life and computational power. In Smartphone contexts, a switching frequency 

mechanism is also suggested to considerably increase the energy efficiency of the retinal scanning and diagnostic 

systems. According on overall findings of the analysis, the technology has competing retinal disease diagnosis 

accuracy higher than 87 percent. It can also identify retinal disorders sooner. A Generated Adversarial Network 

based methodology with retinal fundus imaging super-resolution was developed in [27], which integrates saliency 

reduction for improved super-resolved photo quality. A progressively generative adversarial model was utilised 

to elevate fundus image database in a future review [28]. Additional image degrading models were not considered 

in such super-resolution studies. As could be observed, every one of those studies focused on a different aspect of 

image super-resolution or blurs, and thus cannot be generalised for potential implementation. 

The area identification structure for the registrations of retinal fundus images with greater resolution was 

described by [4]. In terms of consistency, rotational change, substance modification, and limited scale adjustment, 

the strategy provides good experimental findings. Nonetheless, multimodal identification of retinal images is not 

ever included. The retinal images including their blood vessels are segregated to use the segmentations. The SIFT 

analysis is used to estimate feature representations from the blood vessels of a retinal. As a result, this technique 

is preferred to physiologic and pathologic retinal images, but it has a higher computing complexity. An RF-based 

classifier was introduced in [5] to detect retinal abnormalities and provide doctors with a useful tool. The method 

has the important issue of falsely identifying the residual optic disc and blood vessels as lighter and darker lesion, 

lowering the software's accuracy significantly. To avoid the computation time of the SVM, the researcher 

forecasted the Diabetic Retinopathy by assessing the microaneurysm and region of the fundus images utilizing 

Twin-SVM (TSVM) instead of a solo SVM [29]. The TSVM is 4 times as quick as the standard SVM. The only 

factor influencing the TSVM's effectiveness is the amount of noise within database. [30]used an NB classification 

to tackle the DR problems by extraction textural properties in fundus images and classified them into 3 categories 

with a 93.44 percent ACC. Nevertheless, one drawback of this method is that it has low predictive accuracy when 

used to a limited database. 

To diagnose eye illnesses, a Bayesian classification based on colour characteristics was used in [7]. They 

employed a complicated technique that integrated a lighting adjusting technique with classifications tasks and a 

validation approach depending on local windows. The method had a decent rate of precision, but it required a lot 

of computational power. A multi-layer Neural Network was described for the identification of diseases in grey-

scale retinal images [31]. Nevertheless, employing a wider dimensionality of inputs, the Neural Network-based 

technology has not been adequately assessed. The researcher analyzed the influence of an autonomous artificial 

intelligence model for Diabetic Retinopathy detection and sight threatening Diabetic Retinopathy identification 

and evaluated a mobile phone fundus photographic method for DR screening [32]. Images were taken from 

enlarged patients' pupils to use the Remidio Fundus on Phone scanning gadget, portable fundus cameras, at a 

tertiary medical diabetes clinic in Madras. The EyeArt program examined the eyes of 296 individuals and assigned 

6



7 
 

intensity ratings based on ICDRSS standards. The AI programme detected any DR with 96 percent sensitive and 

80 percent specific and vision-threatening DR with 99 percent sensibility and 80 percent specificity, according to 

the findings. 

 The author in [8] looked at how well the DL technology (Inception-V3) worked in patient healthcare. 

The classifier was tested using 30,000 photos from the public sphere (EyePACS, DiaRetDB1, and the Australian 

Tele-eye care Diabetic Retinopathy database), with ICDRSS criterion used to assess the degree of DR. A 

maximum of 193 diabetic patients were enrolled and 386 images were evaluated at a primary healthcare clinic in 

Western Australia. The analysis revealed that the specificity was 92 percent. In [33], retina images from diabetic 

patients taking part in a countrywide screening programme was used to evaluate the effectiveness of the algorithm. 

There were 7517 individuals in the cohort, with 25,326 gradable images. The ICDRSS principles were used to 

classify DR and DME. The ratings assigned by a panel of foreign retina experts from the United States, India, 

Thailand and served as the basic method. The DL algorithm found attributable DR with a specificity of 97 percent, 

whereas regional grading identified it with a sensitivity of 74%. In terms of DME diagnosis, the DL algorithm 

exceeded individuals. The DL model, on the other hand, has significantly reduced particularities than human 

evaluators. 

 A deep learning approach was used in [34] to show the potentiality of AI in a Zambian setting. In the 

retinal fundus images from diabetic participants who took part in the SDRP, the group developed an ensembles 

DL models (VGGNet and ResNet). The DL method was then verified using retinal images of individuals with a 

self-reported diagnostic test who visited a portable testing facility in five cities in Zambia's Copperbelt area. A 

maximum of 4504 retinal fundus images was collected from 3093 pupils of 1574 Zambians having diabetic 

disease. For pertaining DR, the area under ROC of the Deep learning method was 0.973, with sensitivities of 92 

percent and specificity of 89 percent. The diagnostic accuracy of vision-threatening DR was 99 percent, while 

DME sensitivities were 97 percent. A machine learning software was utilized in [35] to recognize sight-

threatening Diabetic Retinopathy (moderate to severe Diabetic Retinopathy, and DME) in 6788 fundus images 

(3460 individuals) from the Nakuru Eye Study in Kenya. The obtained results are validated against Moorfields 

Reading Centre's grading, which followed ICDRSS norms. Overall, the sensitivity was 91 percent and the 

specificity was 70 percent. 

 The ImageNet database was used in [36] for training InceptionNet V3 for five-class classifications using 

pre-training and obtained 90.9 percent accuracy. ImageNet pre-train was used in [37] for training ResNet50, 

Xception Nets, DenseNets, and VGG and attained 81.31 percent accuracy. Two research groups used databases 

provided by APTOS and Kaggle. The authors in [38] retrieved the characteristics from the full image to use a 2-

D wavelet transforms and fed them into a neural network to training. They tested 45 photos from the HRF dataset 

and found that 95.8% of them were correct. The wavelet technique was used in [39] to breakdown the retinal 

image and then retrieved 12 core entropy characteristics from 4 separate colour channels - green, red, purple, blue, 

and greyscale. Lastly, the characteristics acquired were fed into a least squares support vector machine. The RIM-

ONE database revealed an accuracy of 81.3 percent. U-net is used in [40] for separating the Optical Disk and 

Optical Cup regions, then retrieved 8 morphologic characteristics and submitted it to a RF classifier as an input. 

They used the ORIGA dataset to test and got an accuracy of 76.9% and an AUC of 83.1 percent. The Hough 

transform was utilized in [41] to determine the OD region, retrieved the projected textures and baggage of 

keywords characteristics from the identified OD, and then constructed a Classification model to distinguish among 

normal and glaucoma OD. On the DRISTI-GS1 dataset, they achieved an accuracy of 76.8% and an area under 

ROC of 78.0 percent. 

 A Deep Learning based method (Inception-V3) was used in [1] for the diagnosis of eyesight Diabetic 

Retinopathy, described as pre-proliferative Diabetic Retinopathy at worst, or DME, as measured by the NHS 

scales. The system was trained using 71,043 images obtained from LabelMe, which were rated by 27 

ophthalmologists and a professional ophthalmologist. The DL technique was originally evaluated on 19,900 

LabelMe images, yielding AUC, sensitivities, and specificity of 0.989, 97 percent, and 91 percent, 

correspondingly, for vision-threatening DR. Following that, the model's system was assessed on an adequate 

sample size of 35,201 images of Native Australians from the National Indigenous Eye Health Survey, Malays 

7



8 
 

from the Singapore Malay Eye Study,. For AUC, sensitivity, and specificity, the overall classification efficiency 

for vision-threatening DR identification was 0.956, 93.0 percent, and 99.1 percent, correspondingly. To detect 

diabetic retinopathy phases using a computer vision-based technique, the authors in [42] suggested utilizing colour 

fundus images. On a test set of 250 photos, they were able to extract attributes from the original image utilizing 

image processing mechanisms and feed it into the support vector machine classifier for binary categorization, with 

accuracy, specificity and sensitivity of 97.6 percent, 96 percent, and 98 percent respectively. 

 In [43], the authors used a three-step process to place and retrieve the Optic Disk region: first, a region 

proposal system was being used to create a random number of rectangle objects, then the filtration images were 

given to a Convolutional Neural Network for discovering the objects with the best rating, and eventually, the 

bounding box regression has been utilized to pinpoint and retrieve the Optic Disk portion. The Optic Disk image 

was classified in the second step using a CNN model. They attained sensitivities of 71.2 percent and an AUC of 

87.4 percent on the ORIGA database. The DRISHTI-GS database was used in [44] to estimate CDR after 

employing a U-net algorithm to partition the Optic Disk and Optic Cup; they observed mainly Optic Disk and 

Optic Cup classification with levels of accuracy of 95.8% and 93.0%, accordingly. The CDR, inferior-superior-

nasal-temporal (ISNT), distances from central Optic Disk to optic nerve head, amount of blood vessels within 

optic nerve head, and the graylevel value among central Optic Disk and optic nerve face was evaluated evaluated 

using superpixel segmented in [45]. To detect the issue, neural networks were trained utilizing measures as 

characteristics and achieved 100% accuracy on 26 photos. Verifying on a limited collection of images, 

unfortunately, restricted the findings. The simple linear popular technique superpixels was used in [46]  to separate 

the Optic cup and Optic Disk regions after pre-processing the images to eliminate noise and improve contrasts. 

Finally, CDR was used to assess whether or not glaucoma was present. They found that non-glaucomatous images 

had a CDR around 0.4 and 0.6, but glaucomatous images had a CDR higher than 0.6. 

The authors in [6] manually clipped the region of Optic Disk before capturing the blood vessels and 

enhancing the contrast.  The deep active attributes were then retrieved via VGG-S and OverFeat pre-trained 

systems and fed into a logistic regression framework. For the DRISTI-GS1 dataset, they attained an AUC of 76.26 

percent. Five Convolutional Neural Network models based upon typical Convolutional Neural Networks—

ResNet50, VGG19, GoogleNet and  DENet, of which VGG19 scored well for the RIM-ONE dataset was 

presented in [47], which is having the sensitivity of 87 percentage, specificity of 89 percentage, and Area under 

ROC of 94 percent. MI-GAN was proposed by [48] for producing different medical images and associated 

segmentation coverings from a small amount of training data. The researchers designed a style transfer version 

that took into account the STARE and the DRIVE databases. They upgraded the generator 2 times as much as the 

discriminator for achieving faster resolution and a considerable reduction during the entire training time. When 

employed as an extra training dataset, the system improved the performance for image segmentation. The entire 

retinal images for pre-training the network based upon the ResNet framework was used in [49]. Employing 1768 

normal eye images and 1364 glaucoma images from a local dataset, researchers were able to get an area under 

ROC of 94.8 percent. 

 Deep Convolutional Neural Networks are often used separately for categorization via transfer learning 

or finely-tuning the weights, according to some research. Individual deep Convolutional Neural Network, on the 

other hand, would yield inconsistent outcomes since deep Convolutional Neural Network models are rule-based 

approaches for constructing and predicting the parameter space. Deep CNN ensembles have been proved to be 

highly accurate and efficient than single Convolutional Neural Network ensembles. A two-stage pipeline was 

suggested in [50] that comprising a DCGAN framework trained for synthesizing the ocular capillaries from noise 

and a second cGAN (Pix2Pix) trained on Messidor fundus images for generating the equivalent colour fundus 

image. The researchers used the similar U-Net for training with the pair of real images and pair of synthetic images 

from DRIVE to measure the accuracy of the simulated data. They discovered that training with purely synthetic 

data produces only marginally poorer results by calculating F1 scores. Researchers also used the KL divergence 

score for calculating the differences between the actual and synthetic datasets, demonstrating that such synthetic 

data are distinct from the actual data and therefore don't replicate the original photos. 
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A hybrid algorithm was proposed in [51] to identify and classify the diabetic retinopathy disorder that 

used image processing and deep learning mechanism. The framework was tested utilizing the MESSIDOR 

database's retinal fundus dataset, which consisted of 400 images and yielded positive results. A computer-aided 

screening method was used in [52] which facilitated in the analysis of fundus images with various lighting and 

angles. Machine Learning models were used to help identify the severity levels of Diabetic Retinopathy 

disorder in this investigation.  To identify retinopathy lesion occurrences from non-lesions, the system utilized the 

AdaBoost classifier for extracting the features and K-nearest neighbour, Support Vector Machine and Gaussian 

Mixture Model to analyze the data. 

For discovering the blood vessel, [9] offer median filtering operation and morphological processes. 

They retrieve brighter regions by considering it as the optic disc or exudates using the multilevel thresholding. 

They identify the optic disc as the blood vessel convergence point, and then designate the other light areas as 

exudates. On low-contrast photos, the approach shows poor performance. The processes of region growing and 

for thresholding are simple, but choosing region seed points, threshold values, and the stopping criteria might be 

tricky. A median filter was employed in [14] for eliminating the noise, thresholding for segmenting 

the brighter and darker lesions, region growing operation, and Mahalanobis, Bayesian, and nearest neighbour 

classifiers for the detection of exudates regions. In low-quality photos, the technique was failed in exudate 

identification. The researchers in [53] suggested a technique for the classification of hyperspectral image that uses 

a Convolutional Neural Network and real capsule architectures as a 1D deep capsule architecture and a 3D deep 

capsule architecture.  But, no effort was made to investigate the use of CapsNet in the classification of Diabetic 

Retinopathy. 

Table 1: Existing literatures of research on retinal disease detection 

Reference Method Drawback 

[54] 

 

Convolutional Neural Network 

 

The network found it difficult to 

learn deep sufficient attributes to 

recognize some more complex 

components of DR 

[55] Support Vector Machine It will not detect soft exudates and 

so the reduced accuracy 

[56] 

 

Binary classification method 

 

It only categorize as DR or not DR 

but not all the five stages of DR  

[57] 

 

Generative Adversarial Networks  

 

As GAN could only handle retinal 

images with resolutions often 

lesser than those supplied by 

existing retinal fundus imaging, 

the synthesized datasets may be of 

bad quality 

[58] 

 

GAN 

 

The output images has blurry and 

discontinuous edges which is not 

similar to that of the real fundus 

image dataset 

[2] 

 

PCA + Firefly algorithm + Deep 

Neural Network 

 

It will not provide optimal 

solution for better classification 

accuracy 

 

Key contribution of the research 
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Most of the literature on the subject divides the condition into two categories: healthy eyes and diabetic 

retinopathy-defective eyes. The present study's goal is to distinguish between the non-proliferative and 

proliferative phases of diabetic retinopathy. Normal (Healthy) eyes, mild, moderate, and severe NPDR, and 

PDR are the five types of eyes. Furthermore, one of the best scopes that have been explored in this work is 

retrieving manually made features from real photos after various processing. 

The major contributions of the study is given as follows 

• At first, the data set is trained in the proposed AB-DCNN model. 

• Consequently, the pre-processing is accomplished through the Gaussian filter for noise removal and 

enhancing the image and make it suitable for further processing steps. 

• The AB-DCNN mechanism extracts the relevant attributes accurately from the pre-processed image and 

detects the retinal disorder and classify the stages of DR disorder more precisely. 

• Several key responsibilities in diagnosing and interpreting retinal disorders include separation of the optic 

disc (OD), retinal blood vessel, and optic cup (OC) using fundus images and retina layers in OCT images. 

The anatomy of the retina blood vessels alters when illnesses like DR are present. Because of the 

existence of glaucoma, the cup-to-disc proportion is modified. After separation, the density of 

retina layers can also be used to detect glaucoma. 

• Disease parameters are estimated, including as glaucoma diagnosis, DR stage grading, and AMD 

identification. The appearance of red lesions in the fundus images (micro-aneurysms, haemorrhage) is a 

helpful indicator for Diabetic Retinopathy grading. 

• Image enhancement evaluation, colour reproduction progression (deblurring, denoising of OCT images, 

super-resolution of fundus images), digital image generation (to decrease the low database issue in 

medical imaging), and so on are some of the other tasks. 

3. Problem statement 

Since before the Deep Learning era, synthesising accurate images of the ocular fundus has been a difficult 

undertaking. Recently, technological advancements have resulted in significant processing capacity, allowing 

Machine learning to progress to Neural networks with deep architectures. The quick improvement of the Deep 

learning mechanism aided in the creation of realistic-looking images, resulting in a technically stable and visually 

acceptable coloured retinal fundus image. Screening for glaucoma in its earlier phases is difficult because it 

consumes more time, subjective, and labor-demanding, and there aren't enough eye experts [59]. Prior literature 

had excellent performance in recognizing Diabetic Retinopathy, but they didn't account for the 5 stages of DR and 

the varied lesions [56]. The binary classification method's fundamental flaw is that it only categorizes DR images 

into two groups, ignoring the five stages of DR [60]. In (Kumar, Chatterjee, and Chattopadhyay 2021), since it 

uses cross datasets it would take larger computation time and hybrid DL mechanism make the model more 

complex.  

The study’s purpose is to create a model which could categorise DR images into five categories and has 

great result. Color fundus photos from five separate databases were used. The following are the major challenges: 

It achieved excellent outcomes when the image had a high resolution. While developing the models, though, it 

necessitated a lot of computing power. Utilizing low-resolution photos, on either hand, resulted in poor simulation 

results. Additionally, photos with distortion and a wider availability among classifications may have an impact on 

the model's effectiveness. Multiple image classification techniques led to substantial improvements when used 

with certain databases, but applying the similar approach to different areas and database was a hurdle in machine 

learning and image analysis. The determination of the exact eye disease is significant for choosing an appropriate 

treatment process and for the prevention of retinal deterioration. The use of deep learning mechanisms is 

significantly reduced due to the models' ambiguity and vulnerability in making incorrect decisions in complex 

situations [61]. To address all of these concerns, several changes were made to the deep learning framework, 

which are described in detail below. 

Research Questions: 
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1. How can the deep learning process be improved to lower the decision of making a mistake in challenging 

situations? 

2. What is the framework to categorise the retinal image with accurate results? 

3. What are the changes made to deep learning mechanism to solve the issues of computation burden and 

time consumption? 

4. Proposed AB-DCNN methodology 

The work represents the construction of a convolutional neural network that can diagnose retina illness 

and phases of diabetes retinopathy using colour fundus images as input. The proposed method uses an 

optimization mechanism along with the deep learning approach to make the design free from the fore-mentioned 

problems. The proposed mechanism’s processing steps contains 4 phases namely, the Data gathering, Pre-

processing, Feature extraction, and categorization followed by the performance evaluation. It utilizes a novel 

African Buffalo optimization mechanism based deep CNN (AB-DCNN). The ABO mechanism accomplishes the 

feature extraction operation followed by classification using the deep neural network model. 

4.1 Working of AB-DCNN mechanism 

The approach for establishing and verifying the suggested AB-DCNN technique and its various 

processing stages are depicted in Figure 2.The initial step was to gather fundus photos from multiple resources 

into a huge database that included both publicly available database and the unique database. The fundus 

photographs were then pre-processed, which included manually removing fundus images which were not suitable 

for diagnostic due to poor quality, as well as reducing images from various providers to a suitable size. The AB-

DCNN methodology was built on the training and validation data in the third phase. The training dataset was used 

to optimise the model's learnable parameters, while the validating dataset was utilised to identify the best 

configurations of the hyper-parameters (such as training data, batch size, and velocity) using a randomized 

selection method. The ideal hyper-parameters are a set of hyper-parameters that allow the AB-DCNN modelling 

to get the best Area under curve on the testing dataset. In the final step, it is examined the completed model's 

potential to recognize 6 prevalent ocular diseases, varying severity levels of DR, and 36 various kinds of fundus 

aberrant abnormalities or disorders using internally and primary exterior testing dataset. The various stages and 

their severity levels of Diabetic retinopathy disease are shown below in table 2. 

Table 2: Classifying the stages of Diabetic retinopathy disorder 

Severity level Stage 

Mild NPDR initial stage of DR 

Moderate NPDR progressive stage of DR 

Severe NPDR Severe stage of DR 

PDR Advanced stage of DR 

Normal - 
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Fig.2: Processing phases of proposed AB-DCNN model 

4.1.1 Data collection 

The retinal fundus images are gathered from the online datasets. Datasets are utilized for training the 

model for detecting the referable retinal disorder. Four publicly available datasets namely, Optical Coherence 

Tomography Image Database (OCTID), Retinal Fundus Multi-Disease Image Dataset (RFMiD), STARE dataset, 

and Indian Diabetic Retinopathy Image Dataset (IDRiD) are utilized for training and validating the proposed 

model. Totally, 574 retinal fundus images are taken for analysis. Among which, 460 images are utilized for 

training and the residual of which are utilized for testing. Both the divisions comprise of normal fundus images 

as well as the diseased images like Macular hole (MH), Age-related Macular Degeneration (AMD), Central Serous 

Retinopathy (CSR), and Diabetic Retinopathy (DR). Total number of training and testing data for five cases is 

illustrated in table 3. 

Table 3: Datasets used for retinal disease detection 

Dataset DR CSR AMD MH Normal Total 

Training 45 81 85 83 166 460 

Testing 12 19 20 21 42 114 
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Total 57 100 105 104 208 574 

4.1.2 Pre-processing 

Pre-processing is an essential phase for the enhancement of the retinal image quality and proceeds to the 

successive phases with improved performance. The contrast of the fundus image is improved through pre-

processing. The datasets came from a variety of real-world sources, and their properties represent that some 

photographs are out of focus and have incorrect illumination, or contain noise and distortions that are irrelevant 

to the analysis. Such poor quality fundus images must be removed from those approaches to guarantee that they 

are not mistaken for abnormal images.  

Pre-processing was carried out in two stages. The first is generic pre-processing, that is implemented to 

all of the dataset's images. The subsequent procedure is to accomplish specialised pre-processing based upon the 

attributes that will be retrieved. Green channel extraction, Resizing, and Contrast Limited Adaptive histogram 

equalization (CLAHE) are all part of the basic pre-processing stage. The real images are 1024x1024 pixels in size. 

Because the dataset is large, the photos are saved in.jpeg format with a resolution of 300×300 pixels to reduce 

computing time. Certain information such as the blue and red components of the image is typically eliminated 

before processing for enhancing the contrast of retinal images. The green channel is commonly utilized in pre-

processing because it shows the best vessels or background contrast as well as the highest contrast among the 

retinal tissue and the optic disc. The red channel is pretty bright, and the choroid's vascular arrangement may be 

seen. The retinal vessels are visible as well; however they have lower contrast than the green channel. The blue 

channel is noisy and lacks information.   For contrast enhancement, CLAHE (Contrast limited adaptive histogram 

equalisation) is applied. It makes various image histograms and utilizes them to reassign the image's pixel 

intensity. As a result, CLAHE is better at improving edge improvement and regional contrast in every image 

region.  The morphological procedure, median filter operation, and thresholding are used to accomplish particular 

pre-processing for the detection of exudates. The discovery of blood vessels and microaneurysms comes next. 

Detection of Exudate 

Morphological dilation is accomplished through a 6x6 elliptical shaped structural component. For the reduction 

of noise, a non-linear median filter is utilized. The exudate intensity is much higher. Therefore, thresholding was 

utilized for extracting it. Followed by this pre-processing operation, the pixels with a luminance higher than 235 

are converted to 255, and the residual are changed to 0. Then the region of exudates is found by the image 

traversing function. 

Detection of Blood Vessel 

The blood vessel is one of the most significant criteria for identifying diabetic retinopathy stages. After 

capturing the green channel image and improving the image contrast, a variety of strategies have been used to 

eliminate blood vessels. In the image, an alternative sequential filtering is used, with ellipse shaped and 3 distinct 

sized structural elements (5×5, 11×11, and 23×23). The generated image is then deducted from the actual one. 

There are numerous minor sounds in the deducted image. Area parameter noise removal is utilized for eliminating 

such turbulences. The findContours() function is used for discovering the contours of every element, such as 

sounds, and the contourArea() function is used for calculating the contour area and eliminate noises with an area 

equal to or greater than 200 pixels. The image is then binarized by applying a threshold value. Finally, the no. of 

pixels required to cover the area of blood vessel is evaluated. 

Detection of Microaneurysm 

Microaneurysms are extracted from the green region of the RGB value. CLAHE is utilised for improving 

the contrast. The noise would then be discarded utilizing a median filter. For morphological operation, a 7×7 

elliptical-shaped parametric model is utilized. After the application of the morphological erosion process, the 

image is inverted.  Morphological closing operation is utilised to link the discontinuous portions of blood artery. 

Subsequently, the image was binarized. As the haemorrhage, blood vessel, and microaneurysm all have nearly the 
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similar intensity, the binarized image would identify all three elements simultaneously. As the microaneurysms 

are minor, the contour area was utilized for extracting them. The LBP texture descriptor is based on two attributes: 

shape and blood vessels.  For detection of shape, the subsequent pre-processing procedures are utilized: 

Converting a colour image into a grayscale image is the starting stage. The grayscale image is then filtered with 

a median filter in the next stage. The filtered image is then applied with an adaptive histogram equalisation 

mechanism called the CLAHE [22]. The CLAHE enhanced image is again given to another filter called 

the gaussian filter to remove even more noise. On a contrast enhanced image, shade correcting function is applied. 

A big median filter is used to examine the posterior part of the image during the shade correction operation. 

The image is then normalised, and the blood vessels could be observed using the morphological 

approach, which is the black top-hat operation. Blood vessels are another characteristics required for description 

of textures. The procedures for detecting blood vessels are as follows. The first step is to change a colour 

image into grayscale. Implementing a gaussian filter to the grayscale image is the final process. The image is then 

processed using the CLAHE approach. The variation among the grey and median filtered images is then 

calculated, and the binary image is obtained. The morphological dilation procedure is used, and the binary image 

is converted to grayscale once more. Furthermore, the areas captured by fundus images are highly varied, owing 

to the various fundus cameras and configurations, which could allow the network to learn properties that are 

unrelated to illness detection. As a result, every fundus photos were clipped to save the equivalent amount of 

space and the image sizes were standardised to 800 pixels wide and 660 pixels tall, respectively. In a pilot research, 

we explored image resolutions varying from 32×32 pixels to 640×640 pixels for determining the best input image 

quality for loading into the system. The maximum area under receiver operating curve was attained with a image 

quality of 256×256 pixels, according to the findings. As a result, when putting the fundus images into the AB-

CNN model for training or interpretation, it is reformatted into 256×256 pixels. 

4.1.3 Feature extraction and classification 

Feature extraction is used to extract the essential features for categorization purpose. The primary concept 

behind feature extraction is to capture significant features or characters like shape, colour and boundaries, etc. 

Extraction of features could be accomplished using African Buffalo Optimization mechanism [62]. In the final 

part of the AB-DCNN model, the African buffalo optimization mechanism is used as an optimizer. The ABO 

mechanism attracts its inspiration from the African buffalo’s characteristics in the wide savannah regions and the 

African forests. Since they search and trace the lush green pastures in different parts of Africa to satisfy their large 

appetites. Likewise, this mechanism traces the location of affected part in the retinal image using their fitness 

function. Some of the important features need to be identified for classifying the diabetic retinopathy disorder are 

Area of Exudates, Area of Micro aneurysms, Area of Blood vessels. It has been discovered through research into 

related studies that using deep learning-based classifiers for hand-crafted characteristics from unprocessed photos 

yields better accurate forecasting. An optimization strategy implemented in a deep convolutional neural 

network model was chosen for the research depending upon the findings. 

African Buffalo Optimization (ABO) mechanism 

The ABO is a community stochastic optimization method inspired by the behaviour and attitude of 

African buffalos, a genus of wild cows comparable to domestic cows that traverse thousands of kilometres through 

African tropical rainforests and scrubland by travelling together and in large herds of up to a hundred buffalos. 

Their travel is motivated by a desire to find abundant grazing pastures. They tend to follow the wet weather to 

find abundant grazing meadows. Because the seasons vary from place to place across Africa's huge expanse, 

buffalos are constantly on the move in search of their preferred meadows. ABO algorithm is focused to analyse 

how buffalos use different modes of communication to organise themselves. They have utilized various modes of 

sounds to indicate the danger zone, good and bad area of grazing fields and to encourage their herds to stay and 

take use of the present resources. The ‘waa’ sound alerts buffalos to the existence of attackers or a paucity of 

pastures, prompting the herds to move on to safety or more profitable regions of the grassland. Once this cry is 

issued, the animals are instructed to remain vigilant and find a secure or better grazed field. The ‘maa’ sounds, on 

the other side, are being used to advise buffalos to relax because there are plenty of grazing pastures nearby and 
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the environment is suitable to grazing. The herds are able to utilize their requirement for food sources using these 

signals.  

Furthermore, it’s learning factors assists in processing the buffalo movement. The helpful behaviour of 

buffalo is upgraded through )( arg

1 f

t

p wle − and the buffalo’s intelligence is denoted by )( .max2 ffp wble − . 

Also, the fitness value is computed through eqn. (1). 

)()( .max2
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11 ffpf

t

pff wblewlemm −+−+=+ 
    (1) 

Here 1+fm  denotes the next feature, also fm  represents the current feature value. In addition, new feature 

update is deliberated using Eq. (2). 
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       (2) 

Where 𝑤𝑓 and fm  indicate the respective exploration and exploitation fitness of f. 

Thereby, it provides the best optimal feature set for making the classification accuracy higher. The 

Pseudo code of the African buffalo optimization mechanism is discussed below in algorithm 1. 

 

 

The classification of diabetic retinopathy is accomplished through Deep Convolutional Neural Network 

mechanism. The delicate features included in the categorization tasks such as exudates, micro-aneurysms, and 

haemorrhages on the retina could be identified using deep convolutional neural network model resulting in an 

automated assessment. CNNs could be trained to recognize the symptoms of Diabetic Retinopathy in fundus 

images. The flowchart for detecting the retinal disease is represented below in Figure.3. 

Algorithm 1: African Buffalo Optimization mechanism 

Function 𝑓(𝑛) = (𝑓1, 𝑓2, …… . 𝑓𝑛)𝑘 

 Place buffaloes in solution path 

  Input fitness values used Eq. (1) 

 Location Update 
argt

p  and fpb .max  using eqn. (2) 

 If fpb .max  provides Yes, then proceed.  

 If fpb .max  provides No, then back with initial step 

 Stopping procedure not performs, and then starts with fitness step 

 Get Output 
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Fig.3: Flowchart for training AB-DCNN model 

The working of the proposed AB-CNN mechanism is represented below in algorithm 2. 

Algorithm 2: Working of AB-DCNN mechanism 

Input: Input retinal image 

Output: Classification of DR classes 

Import the data in the AB-DCNN model 

Data is pre-processed // image enhancing (CLAHE) 

// noise removal (Gaussian filter) 

// cropping 

// normalizing 

Feature extraction by African Buffalo Optimization 

mechanism 

// Area of Exudates 

// Area of Micro aneurysms 

// Area of Blood vessels 

Classifying the stage of DR by Deep CNN // Mild NPDR  

// Moderate NPDR  

// Severe NPDR  

// PDR  

// Normal 

Classify the retinal disease as AMD, MH, DR,CSR  

Performance Evaluation 
 

Initially, the input retinal Image dataset is trained in the system. Subsequently, the images are imported 

to the preprocessing layer in which the image quality is enhanced for further processing. Followed by this, the 

preprocessed images are imported into the core important layer called feature extraction layer to perform the 
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extraction process. It is accomplished through African Buffalo Optimization (ABO) mechanism. Finally, the 

feature extracted images are imported to the classification process to categorize the stages of Diabetic Retinopathy. 

It is accomplished through the Deep Convolutional Neural Network mechanism. The novel mechanism could 

offer an automated system for DR detection with Very high accuracy, instantaneous reporting of results, 

Consistency of interpretation (the algorithm will make the same prediction on a specific image every time). 

5. Result and discussion 

Steps for performance evaluation 

1. Split the examples into training set X and test set Y randomly 

2. Use training set X to learn the model 

3. Evaluate using the testing set Y 

The suggested methodology is dependent on the design of a Convolutional neural network. The design 

is comprises of convolutional layers that convolutions the input before passing it on to the pooling layer.  The 

technique is repeated hundreds to thousands of times to feature extraction. As a result, the model is capable of 

extracting several characteristics from each input. The retinal image is transformed to a grayscale image and then 

pre-processed to retrieve the characteristics using the developed model. The African Buffalo Optimization 

algorithm is utilized to detect the attributes. Deep Convolutional Neural Networks are utilized for classifying the 

data. A total of 574 photos are taken, with 114 images being used for tests and the rest being used for training. 

The testing process takes longer than the training stage. The rate of learning is assumed to be 0.1. MATLAB was 

used to generate the simulations findings. Table 4 shows the comparison of datasets in existing deep learning 

mechanisms for classifying retinal diseases. 

Table 4: Comparison of datasets in existing deep learning mechanisms for classifying retinal diseases 

References Dataset used Lesion 

detection 

[63] Kaggle No 

[64] Private 

dataset 

No 

[65] Private 

dataset 

Red lesion 

Proposed AB-

DCNN model 

5 datasets Yes 

 

5.1 Performance evaluation 

Performance criteria like accuracy, recall, precision, F1-score, sensitivity, and specificity are utilized for 

calculating the suggested technique's effectiveness and reliability. 

5.1.1 Accuracy  

The simplest intuitive performance metric is accuracy, which is expressed to be the proportion of 

precisely predicted observations to all observations. The proportion of precisely categorized patterns to the total 

no. of classified patterns is known as accuracy. It is calculated using eqn. (3) as follows, 

fntnfptp

tntp
Accuracy

+++

+
=

     (3) 
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Table 5: Accuracy Comparison of existing deep learning mechanisms for classifying retinal diseases 

Methods Accuracy 

Random forest 94.2% 

VGG16 99.17% 

AlexNet 98.32% 

SVM 88.25% 

Proposed AB-DCNN model 99.82% 

 

 

Fig 4: Comparison of Accuracy 

Table.5 represents the accuracy comparative analysis of the prevailing and the proposed approaches and its 

graphical representation is shown in fig.4. The revised AB-DCNN methodology has advantages in accuracy over 

Random forest, VGG16, AlexNet and SVM methods in recognition and categorization of retinal disease.  

5.1.2 Precision 

Precision is measured by the amount of positive class predictions which belongs to the positive class. 
Precision is expressed to be the ratio of the rate of correct classification of events among every detected event. It 

is computed using eqn. (4) as, 

fptn

tp
ecision

+
=Pr

      (4) 

Table 6: Precision Comparison of existing deep learning mechanisms for classifying retinal diseases 

Methods Precision 

Random forest 89.4% 

VGG16 98.32% 

AlexNet 98.32% 

SVM 83% 

Proposed AB-DCNN 

model 
99.67% 
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Fig 5: Comparison of Precision 

The projected technique Combined novel African Buffalo based deep Convolutional Neural Network 

achieves higher precision of 99.67% when compared to the existing retinal disease recognition and categorization  

methods such as Random forest, VGG16, AlexNet and SVM classifier. Table.6 represents the precision 

comparative analysis of the prevailing and the proposed approaches and its graphical representation is shown in 

fig.5. 

5.1.3 Recall (or) Sensitivity 

Recall is described as the amount of positive class predictions that are made out of all positive examples 

in the dataset. The fraction of right events among all events is known as recall. It is calculated using eqn. (5) as 

follows, 

fntp
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+
=Re

     (5) 

Table 7: Recall comparison of existing deep learning mechanisms for classifying retinal diseases 

Methods Recall 

Random forest 99.80% 

VGG16 99.79% 

AlexNet 98.5% 

SVM 96.63% 

Proposed AB-DCNN 

model 
100% 
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Fig 6: Comparison of Recall 

Table.7 represents the recall comparative analysis of the prevailing and the proposed approaches and its graphical 

illustration is shown in fig.6. The proposed strategy when compared to the current techniques for categorizing and 

recognising retinal diseases, such as Random forest, VGG16, AlexNet, and SVM classifier, the combined novel 

African Buffalo-based deep Convolutional Neural Network gets an enhanced level of recall of 100%. 
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