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Abstract: Saving the earth becomes the utmost priority and responsibility of any individual. Environmental and ecosystem health
assessment studies require precision farming, enabling early identification of diseases and optimizing crop management. Automatic plant
leaf detection will serve as one of the crucial contributions towards biodiversity research. The proposed work provides an optimized
feature set in the classification of plant leaves using machine learning techniques. The work uses fourteen different plant leaves, namely,
apple, blueberry, cherry, corn, cotton, grape, groundnut, peach, pepper, potato, raspberry, soybean, strawberry, and tomato. A total of 20,
357 images are taken for training and testing purposes. Features include shape, texture, HSI and wavelets. Features are reduced using
feature optimization techniques such as XG Boost, Pearson correlation, and chi-squared. In search of the best classifier, five classifiers,
namely, random forest, k-nearest neighbor, support vector machine, naı̈ve Bayes and decision tree are varied with their hyperparameters.
The SVM classifier gave the best results, achieving an accuracy of 99.59 with four-fold cross-validation. The novelty of the work lies
in deploying features using the knowledge gained by farmers. Results reveal that the method outperforms the state-of-the-art works
and are found encouraging. In this regard the techniques used here enable us to target the leaves and detect the diseases and further
facilitate to opt for preventive measures.
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1. Introduction
Smart Agriculture, a transformative approach to farm-

ing, integrates innovative technologies to revolutionize tra-
ditional agricultural practices. Utilizing Internet of Things
(IoT) sensors, data analytics, and automation, Smart Agri-
culture optimizes resource utilization, enhances efficiency,
and promotes sustainability [1]. Precision farming, enabled
by GPS and satellite technology, allows for accurate map-
ping and variable rate applications, optimizing the use of
water, fertilizers, and pesticides. Despite challenges, Smart
Agriculture holds promise for a resilient and sustainable
food production system, addressing global demand while
minimizing environmental impact.
The classification of plant leaves through image analysis
has gained significant attention in recent years, driven by
the intersection of advancements in computer vision and
the pressing need for efficient plant species identification.
Automated classification systems offer a promising solution
to challenges in agriculture, environmental monitoring, and
biodiversity conservation. This endeavor involves the fusion
of plant biology, image processing, and machine learning,
with the overarching goal of accurately identifying plant

species based on leaf images [2].
Plant leaves exhibit a wide range of morphological features,
including shape, color, texture, and margin characteristics,
which serve as distinctive markers for species differentia-
tion. Leveraging these features through advanced image pro-
cessing techniques and machine learning models enables the
creation of robust classification systems capable of handling
diverse datasets [3]. The process of developing an optimized
feature set for leaf image classification involves careful
consideration of both handcrafted and deep learning fea-
tures. Handcrafted features, derived from domain-specific
knowledge, capture inherent botanical traits, while deep
learning features, extracted from pre-trained convolutional
neural networks, reveal complex hierarchical patterns within
the images [4].
Selecting an appropriate feature set is only one aspect of
the classification pipeline. Equally crucial is the choice
of machine learning models and their configuration. Var-
ious algorithms, such as Support Vector Machines (SVM),
Random Forests, k-Nearest Neighbors (k-NN), and deep
neural networks, can be employed, each with their unique
strengths and limitations [5]. Ensemble methods, combining
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multiple models, further enhance classification accuracy and
robustness [6].
In this context, this exploration delves into the intricacies
of creating an optimized feature set for the classification
of plant leaves using machine learning models. Through
a systematic approach encompassing data preprocessing,
feature extraction, model selection, and iterative fine-tuning,
the objective is to develop a highly accurate and generaliz-
able classification system capable of addressing real-world
challenges in plant species identification. As the synergy
between plant science and computational methods continues
to evolve, these efforts contribute to the advancement of
precision agriculture, environmental monitoring, and biodi-
versity conservation.

2. Literature Review
To know the state-of-the-art methods in the related

study, following literature survey is carried out and gist
of the papers are discussed. [7] give machine learning-
enabled weed classification system to categorize weeds
based on a fusion of handcrafted shape and texture features
at the feature level. The chosen classifier is a Support
Vector Machine (SVM), and experimental results reveal
a notable 93.67 % overall accuracy when utilizing shape
curvature features. [8] for providing method for identifying
and assessing the severity of PVY and TMV infections in
tobacco leaves using hyperspectral imaging and machine
learning.
The research involves applying three preprocessing tech-
niques—MSC, SNV, and SavGol—to spectral data spanning
the full length of the leaves. The combination of SavGol
with SVM proves highly effective, achieving a remarkable
98.1 % average precision in distinguishing various PVY
severity levels and a high recognition rate of 96.2 % in
classifying different TMV severity levels. [9] have worked
on classification of fig leaf diseases by combining support
vector machine (SVM). The method uses Fuzzy C Means
algorithm for segmentation, Principal Component Analysis
for feature extraction, and a hybrid classification strategy
involving Particle Swarm Optimization (PSO) with SVM.
The work in [10] provide deep learning network model
designed for the more accurate recognition of soybean
leaf diseases. The model incorporates a fully connected
layer to integrate extracted features, resulting in an average
recognition accuracy of 85.42 %. This outperforms six com-
parison deep learning models (ConvNeXt, ResNet50, Swin
Transformer, MobileNetV3, ShufeNetV2, and SqueezeNet),
which achieved lower accuracies ranging from 59.89 %
to 77.00 %. [11] identifies cotton verticillium wilt by
fusing spectral and image features and leveraging support
vector machine (SVM) and backpropagation neural network
(BPNN) models.
The results demonstrate high accuracy, with EfficientNet
achieving an average accuracy of 93.00 %. Notably, the SG-
MSC-BPNN model, using spectral full bands, and the SG-
MN-SPA-BPNN model, using feature bands, both achieve a
classification accuracy of 93.78 % while SG-MN-SPA-FF-
BPNN model gives a remarkable classification accuracy of

98.99 %. [12] uses combined local binary histogram pattern
of gradient (LBHPG) image feature extraction technique for
classification Indian agricultural crop species. The LBHPG
method identifies leaf objects within images, and for clas-
sification purposes, three shallow machine learning classi-
fiers—PNN (Probabilistic Neural Network) and KNN (k-
Nearest Neighbors) and SVM—are utilized. PNN Classifier
achieves the highest accuracy at 94.58 % for the identifi-
cation of crop species. [13] employs a Deep Convolutional
Neural Network (CNN) for feature extraction, and the ex-
tracted features are subjected to classification using various
classifiers, including Support Vector Machine (SVM), K
Nearest Neighbor (KNN), Random Forest, Naive Bayes,
and Logistic Regression (LR). [14] gives an optimal feature
set for achieving higher classification accuracy, utilizing the
Flavia and Swedish datasets. Various features, including
Gray Level Co-occurrence Matrix (GLCM), Local Binary
Pattern (LBP), and Hu Invariant Moment, are combined
in different ways to enhance accuracy. The current study
aims to build on this success by exploring different feature
combinations, seeking to further optimize and potentially
exceed the accuracy levels achieved in the prior research.
In [15] proposes an intelligent system utilizing Raspberry
Pi 3 Model B+ and the RPi camera to identify real-
time images of Indian medicinal herbs and disclose their
medicinal properties. Among the four developed machine
learning models, one is specifically designed for identifying
details of medicinal leaves, achieving an impressive top-1
accuracy of 98.98 % on a custom dataset containing 25
different medicinal species and 1500 leaf images. When
implemented on the RPi, the model exhibits a real-time top-
3 accuracy of 99 %. [16] introduces a new Convolutional
Neural Network (CNN)-based method called D-Leaf for
leaf classification. The study compares three different CNN
models—pre-trained AlexNet, fine-tuned AlexNet, and D-
Leaf—based on their feature extraction capabilities. The
D-Leaf model achieves a testing accuracy of 94.88 %,
demonstrating comparable performance to the pre-trained
AlexNet (93.26 %) and fine-tuned AlexNet (95.54 %)
models. [17] give framework for leaf categorization in-
volving pre-processing, feature extraction, feature selection,
and classification. Morphological features, such as centroid,
major axis length, minor axis length, solidity, perimeter,
and orientation, are extracted from digital images of leaves
across various categories. The AdaBoost methodology is
employed to enhance precision, resulting in an impressive
precision rate of 95.42 %.

3. Methodology
It consists of four stages, namely, preprocessing, feature

extraction, feature optimization and classification, and the
block diagram of the proposed methodology is shown in
Fig. 1. Different features are extracted from input images
which include shape, texture, HSI and wavelets. Around
28 features together are extracted the images. As the
higher number of features reduced the performance of the
models, feature optimization techniques are used to reduce
the features, such as XG Boost, Pearson correlation, chi-
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squared and ANOVA. Around six features are finally used
for further work based on the aforesaid methods. To find
the best suitable model for the input images considered, the
following classifiers are trained and tested, namely, random
forest, k-nearest neighbor, support vector machine, naı̈ve
bayes and decision tree. Based on the performance through
varied hyperparameters, classification metrics are drawn to
write the inference.

A. Input Images
In total, 14 types of plant leaves are considered, namely,

apple, blueberry, cherry, corn, cotton, grape, groundnut,
peach, pepper, potato, raspberry, soybean, strawberry, and
tomato. Out of 14 types, groundnut images are taken from
[3] whereas cotton plant images are used form [2], with
rest taken from [1]. Sample images of dataset considered
are shown in Fig. 2.2.

B. Feature extraction:
As the trend is deep learning carried by every researcher

in the related field, even though machine learning tech-
niques have become absolute, there is a need for deployment
of machine learning models which classifies different types
of plant based on leaves images. The novelty of the work
exists in developing machine learning mapping with the
techniques used by subject experts involving farmers and
agriculturists in identification of plants through leaves. Lots
of features exist in literature used for extracting information
from images. For the work, shape, texture, HSI and wavelets
are used [1].

C. Shape features
These features describe the shape and structure of ob-

jects or regions within an image. Shape features provide
valuable information about the spatial arrangement of pix-
els within objects or regions of interest. Stepwise output
images making the images suitable for feature extraction is
shown in Fig 3. Sample plant leaf variety taken for feature
extraction is shown in Fig 4. Out of 14 different classes of
plants, only few are shown so as to use the space optimally.
Five shape features are extracted from the input images and
the related mathematical representations are expressed as in
Eq-1 through Eq-4. The perimeter, P, can be calculated by
summing the lengths of all boundary segments in the object.
eq1
The aspect ratio, AR, is calculated as the ratio of the width
(W) to the height (H) of the bounding box of the object.
eq2
Rectangularity, R, is calculated as the ratio of the object’s
area (A) to the area of its bounding box (BB).
eq3
Circularity, C, is calculated as a function of the object’s
area (A) and perimeter (P).
eq4
The diameter, D, is determined by finding the maximum
Euclidean distance between any two points within the
object. Here are some common shape features and are
used in the work, perimeter, aspect ratio, rectangularity,

circularity, and diameter. Feature values of two images of
14 varieties are given in Table 1.

An excellent style manual for science writers is [?].

D. Texture features
Gray-Level Co-occurrence Matrix (GLCM) texture fea-

tures are a set of statistical features commonly used in
image analysis to characterize the spatial relationships be-
tween pixel values within an image. GLCM is a matrix that
quantifies how often pairs of pixel values at specific spatial
relationships occur in an image. These features provide
information about the texture and patterns present in the
image. Here are some common GLCM texture features
and the ones used in the work are contrast, dissimilarity,
homogeneity, energy, and correlation and the related values
are given in Table 2

E. HSI color feature:
The HSI (Hue, Saturation, and Intensity) color space

provides a different representation of an image compared
to the more common RGB color space. The hue channel
encodes color information. It represents the dominant color
of a pixel. The saturation channel represents the intensity
or vividness of colors. High saturation values indicate more
vibrant and pure colors, while low values represent desat-
urated or grayscale regions. The computed metrics include
energy, contrast, correlation, homogeneity, and entropy for
each channel and their related values are given in Table 3.
Here’s how each of these metrics can be useful for image
recognition.

a) Energy:
Energy is a measure of the uniformity and smoothness

of an image region. Higher energy values indicate regions
with more distinct and pronounced patterns or textures.

b) Contrast:
Contrast quantifies the difference in intensity values

within an image region. High-contrast regions have a wide
range of intensity variations, which can be indicative of the
presence of edges, boundaries, or sharp transitions.

c) Correlation:
Correlation measures the linear dependency between

pixel values in an image region. High correlation values
indicate that pixel values within the region are highly
correlated and have a linear relationship.

d) Homogeneity:
Homogeneity represents the closeness of pixel value

pairs in an image region to the diagonal. High homogeneity
values indicate that pixel values within the region are similar
and form a relatively homogeneous texture.

e) Entropy:
Entropy is a measure of the randomness or uncertainty

of pixel values within an image region. High-entropy re-
gions have a wide range of pixel values and exhibit more
complex and unpredictable textures.

F. Wavelets
Wavelets excel at localizing features, making them ideal

for identifying specific regions of interest within the data.
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Figure 1. Block diagram of the proposed methodology

Figure 2. Sample leaf images used for classification of 14 plant types
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Figure 3. Stepwise output images for shape feature extraction

They offer time-frequency analysis for time-series data and
can enhance the robustness of pattern recognition systems
to variations in lighting conditions. Discrete Wavelet Trans-
form (DWT) is applied to an image to split it into four
sets of coefficients: approximation (cA), horizontal detail
(cH), vertical detail (cV), and diagonal detail (cD). These
coefficients represent different aspects of the image. The
approximation coefficient (cA) captures the low-frequency
information and provides an approximation of the original
image at a coarser scale. All the related approximation co-
efficient values are given in Table 4.

DWT with the ’bior1.3’ biorthogonal wavelet is used to
decompose the grayscale image into its component coeffi-
cients, with a focus on the cA coefficient, which contains
low-frequency information. Feature values, such as mean,
standard deviation, and entropy, are calculated from the cA
coefficient.

G. Feature optimization
With the 28 features extracted as discussed in the above

section, there is a need to reduce the feature vector to
improve the performance of the models. Optimizing features
also aids in generalization to new data, avoiding the ”curse
of dimensionality,” and reducing noise and redundancy.
As there are many methods to optimize the number of
features used, the work uses four optimization methods,
namely, random forest, XG Boost, Pearson correlation and
Chi-squared. These optimizers are involved as it covers
feature importance, linear relationship between two con-
tinuous variables, measures the degree of association or
independence between two categorical variables [21]. Fig
5 and Fig 6 shows the feature score using random forest
and XG boost feature reduction techniques.

The output of Pearson and Spearman optimizers is given
in Table 5.
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Figure 4. Stepwise output images for shape feature extraction

Figure 5. Various shape feature values
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Figure 6. Various texture feature values

Figure 7. Various HSI feature values
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Figure 8. Various wavelet approximation co-efficient values

Table 5. values of feature optimizer using Pearson and
spearman correlation

4. Classifiers
These sections elaborate on the usage of different

classifiers existing in literature. The work showcases the
performance of classifiers, namely, random forest, k-NN,
SVM, naı̈ve bayes and decision tree.

A. Random Forest (RF)
The RF classifier consists of a combination of tree

classifiers where each classifier is generated using a random
vector sampled independently from the input vector, and
each tree casts a unit vote for the most popular class to
classify an input vector [22]. The RF classifier used for
this study consists of using randomly selected features or
a combination of features at each node to grow a tree.
There are many features in the RF classifier: (1) each time
a tree is grown to the maximum depth on new training
data using a combination of features. These full-grown trees
are not pruned. (2) As the number of trees increases, the
generalization error always converges even without pruning
the tree, and overfitting is not a problem because of the
strong law of large numbers. Hyper parameters used for
RF is given in Table 6.

B. K-NN classifier:
The k-Nearest Neighbors (k-NN) algorithm operates on

the principle that similar data points tend to belong to the
same class or have similar numerical values. This algorithm
involves measuring the distance between data points in a
dataset and selecting the k-nearest neighbors to make pre-
dictions. The most critical hyperparameter in k-NN is ”k,”
which determines the number of neighbors to consider and
influences the shape of decision boundaries. One notable
aspect of k-NN is its simplicity, as it makes no assumptions
about data distribution and effectively handles multi-class
classification tasks. However, k-NN can be computationally

expensive for large datasets and is sensitive to the choice
of distance metric and ”k” value. Despite these challenges,
k-NN finds applications in various domains, including rec-
ommendation systems, image classification, and anomaly
detection, especially in cases where data distribution is not
well-defined. With fewer hyperparameters, typically involv-
ing the number of neighbors (”n”) and uniform weights,
k-NN offers a straightforward yet versatile approach to
pattern recognition and classification tasks. Additionally,
k-NN can be adapted for regression tasks, where instead
of classifying data points, it predicts numerical values
based on the average or weighted average of the k-nearest
neighbors. This flexibility further extends the applicability
of k-NN in various domains, such as predicting housing
prices or estimating stock prices. Despite its simplicity, k-
NN remains a powerful and widely used algorithm in the
field of machine learning, offering an intuitive and effective
approach to data analysis and prediction tasks [23].

C. Support Vector Machine (SVM) classifier:
The Support Vector Machine (SVM) classifier stands as

a cornerstone in the realm of machine learning, renowned
for its versatility and robustness across a myriad of appli-
cations. It excels in tasks ranging from binary classification
to multi-class classification and regression, owing to its
ability to discern optimal hyperplanes that maximize the
margin between distinct classes in the feature space. A
key attribute of SVM lies in its adaptability to handle
both linearly separable and non-linearly separable data
through the utilization of kernel functions. By applying
the kernel trick, SVM transforms the original feature space
into a higher-dimensional space where linear separation is
feasible. This flexibility enables SVM to tackle complex
decision boundaries and nonlinear relationships between
input features with remarkable efficacy. Among the various
kernel functions available, such as linear, polynomial, and
Radial Basis Function (RBF) kernels, the choice depends
on the inherent characteristics of the dataset and the spe-
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Figure 9. Feature optimization using random forest using feature importance

Figure 10. Feature optimization using random forest using feature importance

Figure 11. hyper parameters of random forest classifier
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Figure 12. Feature optimization using XG Boost using feature importance

cific problem at hand. While linear kernels suffice for
linearly separable data, polynomial and RBF kernels offer
greater flexibility for capturing intricate patterns in non-
linear datasets. Furthermore, the regularization parameter
(C) plays a pivotal role in SVM’s optimization process,
dictating the balance between maximizing the margin and
minimizing classification errors. Proper tuning of the regu-
larization parameter is crucial to achieving optimal model
performance and preventing overfitting or underfitting. De-
spite its strengths, SVM does have its limitations. The
computational complexity of SVM, particularly for large
datasets, can pose challenges in terms of training time and
resource utilization. Additionally, the selection of appropri-
ate hyperparameters and kernel functions requires careful
experimentation and tuning, which can be time-consuming
and computationally intensive. Moreover, the interpretabil-
ity of SVM models, especially when employing non-linear
kernels, may be compromised, making it challenging to
interpret the underlying decision-making process [24].

It also offers a kernel trick that enables it to handle
non-linear decision boundaries effectively by transforming
data into higher-dimensional spaces using kernel functions
like the linear, polynomial, or Radial Basis Function (RBF)
kernels. The choice of the regularization parameter (C)
is crucial, as it balances the trade-off between maximiz-
ing the margin and minimizing classification errors. SVM
is particularly effective for high-dimensional data, robust
against overfitting when the C parameter is appropriately
set. However, it can be computationally expensive for large
datasets, requires careful tuning of hyperparameters and
kernel selection, and may pose challenges in terms of
interpretability, especially when non-linear kernels are used
[24].

D. Naı̈ve bayes classifier:
The Naive Bayes classifier is a probabilistic machine

learning algorithm that leverages Bayes’ theorem to make
predictions based on the probability of data points belonging
to specific classes. It simplifies calculations by assuming
feature independence, making it ”naive.” This classifier
comes in various variants, including Multinomial, Gaussian,
and Bernoulli, each suitable for different types of data.

Naive Bayes calculates the likelihood of features given
a class and the prior probability of the class to estimate
the probability of a data point belonging to that class.It’s
particularly efficient, works well with high-dimensional
data, and is often used in text classification tasks like spam
filtering and sentiment analysis.

Multinomial classifier of naı̈ve bayes is chosen, as
it can handle imbalanced class distributions and provide
interpretable probability scores that enhances its utility.
Hyper parameters of this classifier are few, namely, alpha,
fit prior, class prior[25].

E. Decision tree classifier
The tree is constructed recursively, with nodes repre-

senting decisions, branches representing possible outcomes,
and leaves indicating class labels or numerical predictions.
Decision Trees are known for their simplicity and ability to
handle both categorical and numerical data. They can handle
complex interactions between features, making them suit-
able for a wide range of problems. However, they are prone
to overfitting, particularly when the tree becomes too deep.
Popular variants of Decision Trees include Random Forests
and Gradient Boosted Trees, which improve performance
and robustness by aggregating multiple trees [26].

5. Result and discussion
Even though the work seems to be simple as every

researcher is behind deep learning, the novelty of the
work lies in getting inputs from agriculturist and deploying
machine learning models. Around 28 features are extracted
from preprocessed images. Features are reduced using opti-
mization techniques. In search of the best machine learning
model, five different classifiers are used with exhaustive
experimentation by varying hyper parameters. Instead of
showing the performance of various classifiers individually,
Fig. 7., shows the performance of all the classifiers using
optimized feature-set. Since the SVM is found to classify
better when compared to other classifiers as shown in Fig
7. Further, the behavior of SVM classifier to classify each
plant is carried out and resulted performance is shown in Fig
8. Corn and cherry leaf classification accuracy are showing
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Figure 13. Performance of the model considering individual plant

Figure 14. Confusion matrix of the proposed classifier
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lesser as shape features perform poor. The confusion matrix
of the model proposed is shown in Fig 9.

6. Conclusion
An optimized feature set is used to classify 14 different

plants from 20,357 leaf images. Various features extraction
techniques are used and are reduced using the most popular
feature reduction methods. Although literature on this kind
of work used deep learning for image classification, the
novelty of the work identifies machine learning method-
ology with reduced number of features. Out of 5 different
classifiers, SVM classifier is found to be the best performing
achieving and accuracy of 99.59 %. The obtained results
are compared with most recently cited related work which
surpasses the cited works in terms of classification accuracy.
The work finds applicable in smart agriculture and supports
for maintain good ecosystem for mankind.
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