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Abstract: In this challenging digital era, stress has become an inseparable part of daily life, affecting all ages. Although researchers 
have discussed stress detection extensively, there are few practical and accessible applications for users. This research aims to 
develop a mobile application utilizing a modified Convolutional Neural Network (CNN) for stress detection based on facial 
expression, thereby enabling more effective and efficient stress detection and management. The well-known CNN architectures, i.e., 
DenseNet201, MobileNetv2, and ResNet50, could have been more optimal for detecting stress from facial expressions. Hence, the 
CNN architectures are modified to enhance the accuracy of the task by adding dropout layers, Pooling2D, and Relu Activation. The 
research was conducted through data collection, image pre-processing, training the model with the modified CNN architectures, and 
developing a mobile application for stress detection. With the modifications made, this research succeeded in increasing the model's 
accuracy in detecting stress from facial expressions, where the modified DenseNet201 achieved the highest accuracy, from 75.90% 
to 77.83%. The mobile application can detect stress based on facial expression image obtained from file or camera. In conclusion, 
using artificial intelligence technology, especially through modifying the CNN architecture, enhances the accuracy of stress detection 
from facial expressions, and the developed mobile application offers a practical solution.  
 
Keywords: Convolutional Neural Network (CNN), Stress Detection, Facial Expression, Mobile Application, Architecture 
Modification 

 

1. INTRODUCTION 
In the current digital era, where life moves swiftly and 

is full of challenges, stress has become an inseparable part 
of the existence of many people, entering their routine as a 
situation in which individuals feel pressured or tense [1]. 
Lazarus and Folkman (1984) define stress as the 
relationship between the individual and their environment 
that someone evaluates as taxing or exceeding their 
resources and endangering their well-being [2]. This 
confirms that stress has become a common phenomenon, 
not limited to any specific context like school, work, or 
family, but is a universal experience affecting all ages, 
from teenagers to adults [1], [2]. According to [3], the 
incidence of stress has reached more than 350 million 
individuals worldwide, making it one of the top health 
issues globally and highlighting the importance of 
addressing this issue seriously. 

One significant aspect that is often overlooked is the 
unawareness of many individuals about the stress they are 
experiencing. Acknowledging the presence of stress is a 
crucial first step in addressing it, as ignoring it can have 
serious health consequences, affecting mood, the 
condition of skeletal muscles, and internal organ functions 
such as heart failure due to increased heart rate [4], [5], 
[6]. The deficiency in recognizing the signs of stress adds 
difficulty in managing it, emphasizing the importance of 
awareness as a preliminary step in identifying and 
managing stress before it develops into a larger issue. 

Interestingly, stress identification can be observed 
through the face, where expressions and conditions of the 
face can reveal the emotional stress someone is 
experiencing. Features of stress on the face can include 
signs of tension such as dilated pupils, twitching eyelids, 
pale skin color, and appearances of being tired or tense 
[5], [7]. This indicates that the face reflects our emotions 
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and can be a valuable tool in recognizing stress in oneself 
or others. 

Therefore, awareness of stress through facial 
observation offers an alternative path for detecting and 
managing stress earlier. This research aims to develop a 
mobile-based application to detect stress from facial 
expression images using a modified Convolutional Neural 
Network (CNN) algorithm. It is hoped that with this 
technology, individuals can more easily recognize when 
stress is affecting them, allowing them to take steps to 
manage it before it adversely impacts their health. 

2. RELATED WORK 
The increasing reliance on technology has paved the 

way for various initiatives to integrate practical 
technology solutions. This research inspires stress 
detection using smartphones and wearable sensors and 
aims to explore similar potential in stress detection with 
different methods [8]. Applications like these offer a 
quick, economical, and accessible method for early stress 
detection due to the increasingly sophisticated capabilities 
of computers. Although many studies have examined 
stress detection, implementing these findings into mobile 
applications still needs to be improved. In the last five 
years, various Deep-learning algorithms have been 
utilized for stress detection, as shown in Table 1. 

In previous studies specifically addressing stress 
detection, as noted in Table 1, CNN emerged as the most 
frequently used deep learning algorithm. These studies 
have tried to identify stress from various aspects and have 
provided satisfactory results. The widespread use of the 
CNN model indicates its effectiveness in image analysis, 
including stress detection through facial analysis. 
However, most of these studies focus on developing Deep 
Learning models to achieve optimal performance without 
considering their practical implementation in mobile 
applications. This indicates that mobile application 
development for stress detection requires further research. 

However, it is important to note that using the original 
CNN without modification in stress detection through 
facial expression faces challenges, including the inability 
to effectively address the diverse scale, pose, and 
illumination changes in facial images. Base CNN often 
requires a large amount of training data to achieve 
accurate results, making it less ideal for applications with 
limited or specific datasets. Furthermore, unmodified 
CNN architecture might not be fully optimal for 
extracting the subtle emotional features required for 
accurate stress detection, as they are designed for more 
general computer vision tasks rather than detecting 
complex emotional nuances. 

Considering the challenges faced using base CNN, this 
research is directed towards developing a mobile 

application as a tool for stress detection through facial 
expression analysis. Expressions and conditions of the 
face can be strong indicators of the emotional stress 
someone is experiencing, underscoring the importance of 
adjustments and optimization of CNN architecture. This 
aims to enhance accuracy and efficiency in detecting 
stress and ensure that the application is practical and 
easily accessible by users. 

This research proposes an innovative approach to 
addressing the challenges of variability in facial 
expressions, positions, and lighting conditions by 
integrating advanced image processing and machine 
learning techniques. With a focus on developing an 
effective deep learning model and its applicability, the 
application is designed to be a practical solution that 
allows easy and efficient stress detection through mobile 
devices. 

Thus, this research aims to address the gap in the 
literature by presenting a solution through the 
development of a mobile application. It is expected to 
significantly contribute to the field of stress detection, 
offering new insights into the application of machine 
learning technology to support individuals' mental health 
and well-being. The existing research gap and the 
contributions proposed by this research are summarized in 
Figure 1. 

 
Figure 1 Research Gaps and Proposed Contributions 

3. METHODS 
This research takes step-by-step measures to achieve 

its goal of developing a stress detection application on the 
face, divided into four main phases—initially, the first 
phase involved collecting and pre-processing facial image 
data. Then, the process continued with the implementation 
of the CNN architecture to build the Deep Learning 
model. Lastly, it includes the creation of a mobile 
application that functions to detect stress on the face. 
Figure 2 below presents a complete description of each 
phase in this research. 

A. Data Collection 
Detecting stress on the face involves collecting and 

categorizing facial samples into two groups: those 
showing stress and those not stressed. Indicators such as 
dilated pupils, twitching eyelids, skin color changes,
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Table 1 Trends in Research applying deep learning algorithms for stress detection. 

Ref Dataset Data Type Method/Architecture Result 

[9] Facial Expression Image Image Custom MobileNet V2 Acc = 95% 

[10] Psychophysiological Stress 
Dataset 

Psychophysiological 
Data 1D CNN Acc = 99.7% 

[11] Facial Expression Image Image VGG16 Acc: 92.1 % 

[12] Video based Video TSDNet Acc: 85,42% 
F1: 85,28% 

[13] PhysioBank Physiological Signals Gradient Boost Feature 
Selection Acc: 83.33% 

[14] Electroencephalography Signals Electroencephalography 
Signals 

Majority Voting-based 
Model (SVM, KNN, Naïve 

Bayes) 
Acc: 93.85 % 

[15] Wearable Stress and Affect 
Detection (WESAD) Sensor Data Custom Method F1-score: 

83.34% 

[16] Unknown Unknown Deep Learning 
Acc: 85.71-

97.50%, Loss: 
0.4061-1.8144 

[17] Facial Expression Image Image Unknown Unknown 
[18] Audio-Visual Dataset Video Custom CNN Acc: 94.33% 
[19] Data Social Platform Social Media Data Custom CNN Acc: 91.55%. 
[20] Unknown Unknown Fuzzy Logic based IoT akurasi 92.5% 
[21] Biosignals Biosignals Data Stroop Colour-Word Test Unknown 

[22] Unknown 
Heart Rate, Breath 

Rate, Blood Oxygen, 
and Stress Level 

Systematic Bibliographic 
Review (SBR) Unknown 

[23] Jaypee Institute of Information 
Technology Student’s Data Support Vector Machine Acc: 85.71% 

[24] 
Stress Recognition in 

Automobile Drivers by Healey 
and SWELL-KW dataset 

Physiological Signals AdaBoost and Decision Tree 

Acc AdaBoost: 
66.8%, 

Acc Decision 
Tree : 74.8% 

[25] Physiological Signals Dataset EDA and PPG Signals Random Forest Acc: 92% 
[26] Physiological Signals Dataset EDA, Activity, ST DNN Acc: 98.3% 
[27] Food Pedia Dataset Image Inputs CNN Acc: 97% 

[28] Geneva affective picture 
database Heart Rate SVM 

Acc Training: 
82%, Acc Test: 

62% 

[29] 
Wearable Stress and Affect 
Detection (WESAD) and 

VerBIO 
EDA Signals 

K-nearest neighbors (KNN), 
Logistic Regression, and 

Random Forest 

Highest Acc: 
85.7% 

[30] Physiological Signals of 
Participants Physiological Signals Random Forest Acc: 97.92% 

[31] Wearable Stress and Affect 
Detection (WESAD) EDA Signals Linear Discriminant 

Analysis Acc: 87.4% 

[32] ElectroEncephaloGraphy 
Dataset 

Age, Sex, Cp, Trestbps, 
Fbs, Restecg, Thalach, 
Old Peak, Slope, Ca, 

Thal And Target. 

Random Forest Classifier, 
Decision Tree, Naive Bayes, 
Support Vector Machine and 

K-Nearest Neighbor 

Acc: 93.2% 

[33] Physiological Signals Dataset Respiration, GSR K-Nearest Neighbor Acc: 98,41% 
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Ref Dataset Data Type Method/Architecture Result 

Hand, GSR Foot, Heart 
Rate, and EMG 

[34] Depression, Anxiety and Stress 
Scale questionnaire (DASS 21) Questionnaire 

Decision Tree (DT), 
Random Forest Tree (RFT), 

Naïve Bayes, Support 
Vector Machine (SVM) and 

K- Nearest Neighbour 
(KNN) 

The accuracy of 
naïve Bayes 

was found to be 
the highest 

and expressions of fatigue or tension [5], [7] are key to 
classifying into the stress group. 

 
Figure 2 Research Framework for the Development of the 
Mobile Application for Stress Detection  

This research used 12,275 facial images from the 
Stress Face Dataset [35]. These images were then 
processed through a pre-processing stage to improve data 
quality. This step is crucial to ensure that the data is ready 
for use in developing an accurate deep-learning model. 

B. Data Pre-processing 
After obtaining all the necessary data, the dataset was 

divided into three parts: training, testing, and validation, 
with a proportion of 60:20:20. This resulted in a total 
distribution of 7,347 images for training, 2,480 for testing, 
and 2,448 for validation. 

After dividing the dataset, the research continued 
improving the quality and quantity of facial images 
showing stress through the pre-processing stages. A 
rescaling resolution technique was used to improve 
quality, making all images the same size, namely 224x224 
pixels. The next step, image augmentation, was applied to 
enrich the dataset with rotation and horizontal flip 
techniques. The main purpose of this pre-processing is to 
prepare an optimal dataset for experiments in detecting 
stress using variations of CNN architecture. Details of the 
pre-processing process and dataset readiness for further 
experiments are outlined in Figure 3. 

C. Development of the Deep Learning Model 
Developing the deep learning model is the next stage 

of this research to classify stress through facial 
expressions. In building this model, the research relies on 

the sophistication of the Convolutional Neural Network 
(CNN), which is recognized for its effectiveness in image 
pattern recognition [36]. The model is enriched by 
applying the latest CNN architectures, such as 
DenseNet201, MobileNetV2, and ResNet50, known for 
extracting complex and accurate features [37]. Layers 
such as dropout, Pooling2D, and Relu Activation are 
integrated to improve reliability and avoid overfitting, as 
illustrated in Figure 4. Layers such as dropout, Pooling2D, 
and ReLU activation are integral components of artificial 
neural network architectures aimed at enhancing 
reliability and mitigating overfitting. Dropout, for 
instance, randomly omits a fraction of units within the 
network during training, diminishing reliance on specific 
connections and fostering model generalization [38]. 
Pooling2D diminishes the spatial dimensions of image 
representations, thereby reducing the number of 
parameters and computational load within the network, 
consequently mitigating the risk of overfitting.  

 
Figure 3 Pre-processing Process 

 

Moreover, pooling layers excel in tasks related to 
image recognition [39]. Meanwhile, ReLU activation 
introduces non-linearity into the network, enabling the 
acquisition of more complex representations of input data. 
Additionally, ReLU activation is renowned for its ability 
to recognize objects and accurately compare faces [40]. 
Effectively, click here to enter text. By incorporating 
these elements into neural network architectures, 
applications such as stress detection can achieve efficient 
and accurate performance. 

Adding extra layers in the CNN architecture is 
expected to enhance the ability to extract characteristic 
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features of images related to stress and improve the 
accuracy level in recognizing stress on the face. By 
leveraging weights trained on ImageNet, transfer learning 
techniques also aim to accelerate and maximize the 
efficiency of the Deep Learning model training process. 
Subsequently, the developed model is stored in the 
TensorFlow format, allowing its integration into a mobile 
application and facilitating the practical implementation 
of this research's findings. 

 
Figure 4 Stages of CNN Modification 

D. Application Development 
The final phase of this research involves creating a 

mobile application designed to use the previously 
developed Deep Learning model to detect stress. This 
application facilitates user access, allowing them to check 
for stress on themselves through the face, which can be 
done anywhere and anytime, thereby increasing self-
awareness regarding stress conditions. The availability of 
this application is expected to provide a practical solution 
to address the lack of individual awareness of the stress 
they experience. The structure of this application 
development is further explained in Figure 5. 

Figure 5 illustrates how this research utilizes the Deep 
Learning model stored in TensorFlow to integrate the 
model into the mobile stress detector application. 
TensorFlow is a leading numerical computing framework 
for deep learning [41]. This research will develop a 
mobile-based application that allows users to access the 

previously developed Deep Learning model through a 
mobile application. 

 
Figure 5 Application Development 

4. RESULTS AND DISCUSSION 
This section describes the research results on 

developing stress detection software that uses a trained 
modified CNN architecture. The discussion begins with 
the results from the collection and pre-processing of data. 
The discussion continues by showing the results of 
developing the Deep Learning model and how well it 
functions to detect stress. This research will conclude by 
presenting the results of the designed application as an 
alternative method of detecting stress, complete with its 
features. 

This research compares the modified and original 
CNN architecture against the specially prepared dataset. 
The main goal is to test whether modifications to the 
architecture with the addition of layers can improve the 
ability of the Deep Learning model to detect indications of 
stress from facial expressions. The research results show 
that modifications to the CNN structure with extra layer 
additions successfully improved the efficiency and 
accuracy of the Deep Learning model in recognizing 
facial expressions indicating stress. 

In this experiment, the modified DenseNet201 
architecture was used. As a result, with the modified 
version, the performance of the Deep Learning model 
improved, achieving an accuracy rate of 77.83%. This 
marks an improvement compared to the performance of 
the base DenseNet201 architecture, which only reached a 
maximum accuracy of 75.90%. Therefore, modifications 
to the architecture successfully increased accuracy by 
1.93%. For a clearer illustration, a graph comparing the 
accuracy between the modified version of DenseNet201 
and the base DenseNet201 is presented in Figure 6. 

Modifications made to one architecture positively 
impacted other architectures, resulting in an accuracy 
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increase of more than 3% in both architectures. As 
evidence of this improvement, graphs showing the 
increase in accuracy for MobileNetV2 and ResNet50 are 
presented in Figures 7 and 8. 

 
Figure 6 Comparison of DenseNet201 Accuracy 

 
Figure 7 Comparison of MobileNetV2 Accuracy 

 
Figure 8 Comparison of ResNet50 Accuracy 

These results confirm that changes to the three 
architectures have effectively increased the accuracy of 
Deep Learning. All three architectures showed greater 
improvements compared to the architectures without 
modification. This marks a great success in proposing an 
alternative method for stress detection through facial 
analysis. 

After achieving the optimal model, the stress detector 
application was developed using TensorFlow. This model 
was converted into TensorFlow Lite for integration into a 
mobile application, allowing the model to run quickly and 
efficiently on mobile devices with low latency. This 

facilitates the offline use of the application without the 
need for an external server connection. Figure 9 explains 
the main features of the developed mobile application, 
designed to classify facial expressions into two categories: 
stressed and not stressed. 

 

 
Figure 9 Application Features 

This application's main and most important feature is 
the stress detector through the face. This aligns with the 
application's main goal, making this feature crucial for 
users in identifying their stress levels. Users can easily 
upload a photo of their face or use the camera to directly 
take a picture of their face, which the application will then 
analyze to determine if there are indications of stress. The 
accuracy level of this analysis will be displayed on the 
screen, allowing users to evaluate the reliability of the 
detection result. Furthermore, the application also 
provides practical advice to help manage or reduce stress. 
The user interface for the “Stress Detector” and “Advice” 
features are displayed in Figures 10 and 11. 

 
Figure 10 Stress Detector Interface 
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Figure 11 Advice Interface 

The “Advice” feature is designed to assist users in 
managing or preventing stress. There are two types of 
advice: one for individuals detected as experiencing stress 
and another for those not. The application will display tips 
for reducing stress for users whose analysis results 
indicate stress. Meanwhile, for users detected as free from 
stress, the application will provide recommendations to 
maintain that state to avoid stress in the future. The list of 
advice provided can be seen in Tables 2 and 3 below. 

 
Table 1 List of Advice for Stress Category 

Advice Reference 
Breathe Properly [42] 
Short Meditation [43] 

Engaging in Physical Activity [44] 
Socializing with Others [45] 

 
Table 2 List of Advice for Non-Stress Category 

Advice Reference 
Maintain Rest Time [46] 
Engage in Hobbies [46] 

Relaxation [42] 
Learn Stress Management [47] 

The "Settings" feature is designed to support 
exploration and research in stress detection by providing 
access to various previously trained architectures. This 
feature gives users control over selecting an architecture 
based on specific research needs and facilitates a deeper 
understanding of how different architectures can affect 
detection results. In the context of research and 
development, users can take advantage of this option to 
directly compare the effectiveness of various 

architectures, highlighting the architecture that shows the 
best performance under certain conditions as a reference. 
The display of the settings interface is presented in Figure 
12. 

 
Figure 12 Architecture Settings Interface 

The final feature of this application summarizes all 
available features, including the source of the advice 
provided, the stress facial image dataset used for training, 
the contact person that can be reached, and other relevant 
information. To view the display of the "About" feature, 
you can see Figure 13 provided below. 

 
Figure 13 About Interface 
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5. CONCLUSION 
This research has successfully proven the potential of 

using artificial intelligence technology, specifically CNN, 
in detecting stress through facial expression analysis. By 
modifying existing CNN architectures, namely 
DenseNet201, MobileNetV2, and ResNet50, this research 
found improvements in detection accuracy, with the 
modified DenseNet201 achieving the highest accuracy of 
77.83%. These results indicate that artificial intelligence 
technology, especially by modifying CNN architecture, 
can enhance stress detection from facial expressions. 

This research also resulted in a mobile application that 
applies artificial intelligence for personal stress detection, 
noting significant progress in technology for mental health. 
With features such as stress detection based on facial 
expression analysis, practical stress management advice, 
customization settings for deep learning architecture, and 
detailed information about the application, it offers a 
practical solution for users. 
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