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Abstract: Traffic congestion remains a pervasive issue in metropolitan contexts. Demanding effective solutions for traffic 

management and road safety enhancement. Despite breakthroughs in technology, Current technologies for vehicle speed detection 

and traffic control generally suffer from limits in accuracy and efficiency. To address this gap, our work intends to design a robust 

and efficient system for real-time traffic control utilizing machine learning approaches. Leveraging image processing and artificial 

neural networks (ANNs). We put forward a technique which can accurately distinguish among the different speed vehicles in a 

traffic. The approach has three main components: pre-processing, identifying features, and classification by ANNs. We relied on a 

multimedia dataset which was retrieved from a stationary camera that recorded scenes from the roadway to train and test our 

algorithm. The result validation indicated the high efficiency of a method by a way of the algorithm performance reaching accuracy 

of 92.5%, precision of 89.3%, recall of 94.7%, F1-score of 91.8%, and MCC of 0.86 on the validation set. In addition to the 

simulation-based tests, it was also reported that the models displayed stability and efficiency in real-world traffic control 

environments, thus, proving that they can be used to manage traffic, hence improving road safety. Through this research study, not 

only we are trying to combat the already present issues related to traffic management but also by providing the basic framework, we 

make it possible for further improvements in modern transportation systems. 

 

Keywords: Vehicle Speed Detection, Traffic Control System, Towards Safer Roads,  Artificial Neural Networks (ANNs). 

 

1. INTRODUCTION  

In current traffic management and road safety 
attempts, the accurate detection and assessment of vehicle 
speeds function as vital components [1]. This crucial 
component enables traffic regulation organizations to. 
Including law enforcement agencies to adopt effective 
methods aimed at enhancing traffic flow. alleviating 
congestion, and ultimately boosting overall traffic safety 
[2]. 

Pioneers of speed measurements as far as radars and 
lasers based on power have been taken during the last 
decades [3].However, these conventional approaches are 
generally coupled with major limitations, including high 
costs, limited scalability, and operational difficulties [4] 

and [4]. As far as the chosen decentralized approach 
stands for the deployment of dedicated hardware 
infrastructure, there are several hurdles existing in terms 
of deployment and maintenance [5]. 

Furthermore, radar and laser-based systems may not 
give real-time data, which limits rapid reactions to 
constantly changing traffic situations [6]. The fact that this 
method does not eliminate the necessity for building 
solutions that can acquire real-time speed on a low budget 
and on a on a low scale has brought into light the reality 
that this shortcoming is much more important where a 
place has a poor budget or infrastructure. 

Moreover, typical speed measurement methods may 
not be suitable for certain scenarios, such as metropolitan 
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environments with complicated traffic patterns and 
variable road geometry [7]. So, the necessity for new 
procedures using topical technologies develops by fixing 
this issue and creating a system that measures motion 
speed precisely and in real time. 

Against this backdrop, the development of improved 
image processing algorithms for vehicle speed detection 
has emerged as a viable route [8]. Smart traffic sign 
recognition systems use images obtained from roadside 
cameras for speed detection and determination of 
vehicles. Such systems offer a cost-effective alternative to 
standard speed assessment methods and hold the potential 
to improve traffic management procedures worldwide [9]. 

However, given the obstacles and possibilities 
outlined above, this research wants to help specialists 
borrow a leaf from the available algorithms and come up 
with a unique approach that employs advanced image 
processing techniques to automate vehicle speed 
recognition. The algorithm tries to address the constraints 
of existing speed measuring methods and provide a 
scalable, cost-effective solution for traffic management 
and road safety [10]. 

While the uncritical adoption of the speed 
measurement accuracy can be quite promising for the 
future of the field, the existing approaches are already 
quite limited in their possibilities. Traditional ways of 
doing things as radar and laser-based system are 
deployable and maintainable only when there is the 
availability of huge capital which is often a limitation 
especially in the resource-constrained countries [11]. On 
top of that, they will not be able to get the information in 
real-time, which will be hardly any significant aid while 
urgency of traffic problems is required. The development 
of new technologies to detect and monitor vehicle speeds 
which are accurate and within budget at real-time is very 
relevant for better traffic management and road safety 
[12]. 

Therefore, the problem area that this research is 
focusing on is concerned with the examination, using 
advanced imaging technologies of speed detection for 
vehicles. The primary goal is so that the camera pictures 
as the roadway cameras are hooked up to computers to 
identify pictures of vehicles and determine their speeds in 
real-time. The innovation in this algorithm is the use of 
the latest digital images and scanning techniques which 
gives it an edge over the conventional traffic speed 
measurement approaches and thereby providing a cost-
effective solution for traffic management. 

This discovery has an effect that is widely expressed 
and extended. This is attained by the creation of a speed 
detection algorithm in real-time which is introduced in the 
traffic control and monitoring system for the smart road 
where the congestion will be reduced, the number of 
accidents will go down, and in general the system will be 
safer. Also, its cost-effectiveness and scalability features 

make it a suitable option for large scale deployment, 
which can lead to betterment of life in communities 
worldwide [10]. The implications of putting in place such 
a solution in the city are revolutionary traffic management 
techniques that will be considered, which can save lives 
thus improving the level of life for road users. 

2. LITERATURE REVIEW 

Vehicle speed detection contributes to the progress of 

the traffic flow and road safety management being a key 

structure in the modern traffic management system and 

road safety activities that have to be addressed urgently 

[12,13]. The road congestion and rapid urbanization 

leading to huge vehicle density is an issue that requires 

immediate attention and real time traffic speeds are most 

necessary for the same [14]. 

 

The quest for boosting speed detection skills has led 

researchers on a dynamic examination of numerous 

approaches and technologies [15]. By merging numerous 

forms of sensor-based systems as well as sophisticated 

image processing technologies, which represent several 

disciplines of traffic management, among others, the 

evolution of speed detection depicts a complicated 

mixture [16]. 

 

Within this panorama of innovation, image processing 

has emerged as a promising option for real-time speed 

assessment [15, 16]. Specifically, the employment of 

computationally process able algorithms and digital 

imaging technologies enables the extraction of significant 

elements of the frame collected from surveillance 

cameras [17]. 

 

This comprehensive analysis tries to explore the wide 

landscape of vehicle speed detection, with a specific 

focus on the developing world of image processing 

approaches. Through the integration of the seminal 

papers that compose the body of research, the review will 

present a theoretical framework that is utilized as the 

foundation for the later debate on the development of 

unique algorithms that will be specifically built for real-

time speed blockage. 

 

A. Key Concepts 

To thoroughly comprehend vehicle speed detection 

algorithms, it is necessary to delve deeply into the 

underlying concepts that drive this discipline. This 

section intends to adequately describe the essential 

concepts in the subject by referring to indications from a 

variety of scholarly works that build the tapestry of 

knowledge [18]. 
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Figure 1 - Machine Learning Algorithm development architecture for 
vehicle speed detection [15]. 

 

Vehicle speed detection stands as a cornerstone in 

modern traffic management and road safety activities, 

comprising the sophisticated process of measuring the 

velocity of moving vehicles traversing road networks 

[15].  

 

Implementation mechanisms in the old form were 

based on a range of detectors, such as radar, lidar, and 

inductive loops. They were like to be a unique union of 

both advantageous and of course, disadvantageous 

qualities. But the latest years have seen the pendulum 

swing towards the application of video-based approaches 

that utilize the omnipresence of surveillance cameras 

alongside increased capabilities of computer vision 

algorithms, allowing for real-time speed estimation [14, 

15]. This concept of speed detection for mobile devices 

applying different detection mediums is very practical as 

it is enough flexible to scale up to any number of 

scenarios. Techniques of this kind rely on the digital 

imaging technology to provide the precise information on 

spatial and temporal aspects of the video streams, 

therefore the speed of vehicles can be exactly measured 

and calculated [18]. On top of this, the development of 

any infrastructure as well as associated materials is not 

needed with image-based approaches, which makes them 

especially advantageous for the jobs that are done in the 

urban environment and in temporary speed enforcement 

zones [19]. 

B. Image Processing 

Image processing emerges as a critical facilitator in the 

field of vehicle speed detection, functioning as the 

linchpin that transforms raw visual data into actionable 

insights [20]. The technology of image processing is 

based on a number of computational techniques that are 

intended to improve the analysis and interpretation of 

digital images that have been captured by surveillance 

cameras or other imaging devices [21]. These techniques 

encompass a broad spectrum of operations, ranging from 

basic image filtering and segmentation to sophisticated 

object detection and tracking algorithms [22].  

 

Whether image processing algorithms are able to 

identify and extract dynamic vehicles is the main issue in 

the context of the application of speed detection [23]. 

Through the application of advanced computer vision 

methodologies, such as convolutional neural networks 

(CNNs) and feature-based tracking algorithms, image 

processing systems can discern subtle motion patterns 

indicative of vehicle movement, thereby facilitating 

accurate speed estimation [24].  

 

The speed detection vehicles implement the image 

processing technologies, which are the most modern and 

advanced, to detect an adequate speed level and to keep 

the speed accuracy. In this part, we aim to provide a 

thorough understanding of the fundamental concepts of 

speed detection algorithms, enabling readers to develop a 

sound foundation and gain a deep comprehension of the 

underlying principles thereof [25]. 

C. Theoretical Framework 

such detectors can operate on a wide range of 

frequencies, infrared images or machine learning 

algorithms. Combined theories like signal processing 

theory, computer vision principles, and machine learning 

methodologies [26] are used to build up the algorithms as 

the basis. [27] are the theories which are mixed to create 

these algorithms as the basis. In this section the author 

explores such a theoretical framework, uncovering their 

complicated features and how they affect the 

development of the modern speed sensor technology. 

 

 
Figure 2. Radar Signal Processing Architecture for Early Detection of 

Automotive Obstacles [26]. 

 

At the foundation of many image processing 

algorithms lies signal processing theory, which is used 

for pre-processing image data and extraction of the 

features crucial for the speed detection accurate [27], and 
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[28]. Filters have become increasingly necessary for such 

operations as image enhancement, as well as for the 

preservation of image quality and integrity, which are 

provided by surveillance cameras and satellite data. This 

can be achieved through utilizing the principles of digital 

signal processing which enables reducing noise, 

increasing contrast, and separating meaningful visual 

data illustrating the motion of vehicles [28, 29]. 

 

As a matter of fact, the application of superior EDSA, 

comprising wavelet transform and Fourier analysis, 

unravels sophisticated motion diagrams that are included 

inside video streams. Thus, one is enabled to carry out 

accurate vehicle detection and tracking [30]. Through the 

judicious application of signal processing theories, speed 

detection systems can discern subtle temporal changes in 

vehicle positions and velocities, laying the groundwork 

for precise speed estimation [31]. 

 

 
Figure 3. A Computer Vision-Based Algorithm for Detecting Vehicle 
Yielding to Pedestrians [33]. 

 

In collaboration with signal processing theories, 

computer vision principles play a vital role in the creation 

of vehicle speed detection algorithms, offering a robust 

toolkit for the analysis and interpretation of visual data. 

The many methods in computer vision can be analogized 

to image processing utilizing such a toolbox as PS or to 

the most advanced deep learning architectures [32].  

 

One of the essential tasks in vehicle speed detection is 

the recognition and tracking of cars inside video streams, 

a task that sits at the core of computer vision research 

[33]. Computer vision systems with object recognition, 

optical flow analysis, and motion segmentation can really 

identify moving objects from static backgrounds, hence 

allowing cars' vessels to be accurately and constantly 

detected and tracked in dynamic traffic situations [34].  

 

Moreover, recent breakthroughs in deep learning, 

notably convolutional neural networks (CNNs), have 

transformed the area of computer vision, arming speed 

detection systems with unrivalled capabilities in feature 

learning and pattern recognition [35]. While machine 

learning methods such as CNNs and other deep learning 

architectures are able to extract "stack" semantic features 

about the visual data, such as speed lines, junctions, road 

bends, and shadows, and therefore increase the accuracy 

and robustness of vehicle speed estimation algorithms 

[36]. 

 
Figure 4. Deep-Learning-Based Object Detection Model Integrated with 
Image-Processing Techniques for Detecting Speed Limit Signs, Rock 

falls, Potholes, and Car Crashes [37]. 

Apart from the theoretical framework of algorithms for 

signal processing and computer vision, machine learning 

know-how is also irreplaceable and, in many cases, has 

extensive components. Machine learning models, ranging 

from traditional regression techniques to complex 

ensemble methods, offer powerful tools for pattern 

recognition and predictive modelling [38]. 

 

 Via the exploitation of massive amounts of annotated 

training data, machine learning algorithms can actually 

clarify complicated schemes occurring in vehicle motion, 

which, in turn, makes it possible to predict the speed and 

arrive at the speed estimation with accuracy of those 

levels [39]. Supervised learning algorithms, such as 

support vector machines (SVMs) and random forests, 

learn from labelled examples to infer relationships 

between input features and target outputs, thereby 

facilitating speed estimation in real-world scenarios [40].  

Explaining the core principle of speed detection systems 

would make researchers deeply understand the subtle 

aspect of the systems, which will the way to the next 

breakthrough as shown in Table 1. 

 
Table 1 - Literature Review of Vehicle Speed Detection Studies. 

Author Meth

odology 

Technique/

Algorithm 

Featu

re 

Findi

ng 

Pornpa

nomchai et 

al. [11] 

Image 

Processin

g 

Speed 

estimation using 

morphology and 
binary logical 

operation 

Real-

time 

speed 
estimatio

n 

Demo

nstrated 

feasibility 
of real-

time 

speed 
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estimatio
n using 

image 

processin
g 

technique

s. 

Lin et 

al. [12] 

Image 

Processin

g 

Motion-

blurred image 

analysis 

Single 

motion-

blurred 
images 

Devel

oped 

method 
for 

estimatin

g vehicle 
speeds 

from 

single 
motion-

blurred 

images. 

Afifah 

et al. [13] 

Image 

Processin

g 

Optical flow-

based speed 

estimation 

Vehicl

e speed 

estimatio
n 

Investi

gated 

vehicle 
speed 

estimatio

n using 
image 

processin

g 
algorithm

s. 

Wicaks

ono and 
Setiyono 

[14] 

Image 

Processin
g 

Optical flow-

based speed 
estimation 

Speed 

estimatio
n 

Explor

ed vehicle 
speed 

estimatio

n based 
on digital 

image 

processin
g 

technique
s. 

Kalyan 

et al. [15] 

Image 

Processin

g 

Haar 

Cascade 

Classifier 

Vehicl

e 

detection 

Investi

gated 

vehicle 
detection 

technique

s using 
image 

processin

g 
methods. 

Raikar 

and 
Arakeri 

[16] 

Image 

Processin
g 

Canny Edge 

Detection 

Speed 

estimatio
n 

Explor

ed vehicle 
speed 

estimatio

n 
technique

s using 

edge 
detection 

in image 

processin
g. 

Ginzbu

rg et al. 
[17] 

Image 

Processin
g 

Hough 

Transform 

Speed 

detection 

Investi

gated 
innovativ

e 

approach

es for 
vehicle 

speed 

detection 
using 

image 

processin
g. 

Chando

rkar et al. 
[18] 

Image 

Processin
g 

Histogram of 

Oriented 
Gradients 

(HOG) 

Vehicl

e 
detection 

Explor

ed vehicle 
detection 

and speed 

tracking 
technique

s based 

on HOG 
features. 

Joshi[1

9] 

Image 

Processin
g 

Optical Flow Vehicl

e speed 
determina

tion 

Investi

gated 
vehicle 

speed 

determina
tion using 

optical 

flow-
based 

methods. 

Lu et 

al. [20] 

Image 

Processin
g 

Kalman 

Filter 

Vehicl

e speed 
estimatio

n 

Devel

oped a 
high-

accuracy 

vehicle 
speed 

estimatio

n method 
using 

Kalman 

filtering. 

Yamaz

aki et al. 

[21] 

Aerial 

Image 

Processin
g 

Background 

Subtraction 

Vehicl

e 

extraction 
and speed 

detection 

Explor

ed vehicle 

extraction 
and speed 

detection 

from 
digital 

aerial 

images 
using 

backgrou

nd 
subtractio

n. 

Tourani 
et al. [22] 

Motio
n-based 

Analysis 

Fourier 
Transform 

Vehicl
e speed 

measure

ment 

Investi
gated 

motion-

based 
vehicle 

speed 

measure
ment 

technique

s using 
Fourier 

transform

. 
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Collectively, these studies provide a compendium of 
information, ideas, and discoveries that have altered the 
course of vehicle speed detection research, moving the 
discipline towards new horizons of discovery and 
application. Consequently, through meticulous techniques 
of trial and error, theoretical clarification, and empirical 
data validation, researchers have, to some extent, clarified 
the intricacies of speed detection systems, making it 
possible to build transportation systems that are safer, 
more efficient, and more sustainable in the digital age. 

3. METHODOLOGY  

The research follows a systematic methodology aimed 

at developing and accessing a vehicle speed detection 

algorithm utilizing image processing techniques. This 

approach is structured into three primary stages: data 

gathering, algorithm development, and evaluation. At 

each phase, the system goes through a critical and 

interrelated process that leads to an effective and reliable 

speed detection system. 

 

We do the first stage of work which is gathering video 

footage to record all types of traffic. These data are 

collected from different data sources: such as traffic 

cameras, drones and simulation environments. The 

dataset is deliberately assembled to include all the 

possible kinds of traffic conditions, lighting variations 

and vehicles types. Such a database is an essential source 

of data for training and testing the vehicle speed 

recognizing algorithm. 

 

In the next phase, algorithm creation becomes a 

priority. This stage is where the vehicle speed detection 

algorithm is being made and implemented through image 

processing methodologies. The key procedure here 

includes image pre-processing, vehicle detection, and 

calculating speed. Image pre-processing techniques are 

performed for the benefit of improvement of raw video 

frames, including resizing, noise reduction. And after that, 

deep learning algorithms, including convolutional neural 

networks (CNNs), for example, are employed to detect 

and localize vehicles in the processed frames. Finally, 

speed calculation techniques for motion estimation and 

tracking are used to calculate the speed of the cars which 

is detected. 

 

The last stage of the methodology will be the 

assessment of the algorithm by developing it. One of the 

most important aspects of algorithm performance 

evaluation are metrics like accuracy, precision, and 

computational performance, which are used to assess the 

efficiency of the algorithm in real-world scenarios. 

Vigorous testing is conducted with both synthetic data 

sets and real traffic footage for showing system's stability 

and reliability. The evaluation process is the basic 

activity which gives the basis for the interpretation of the 

algorithm's strengths and weaknesses and in this way 

further refinement and optimization efforts are guided. 

 

In Figure 5, the depicted methodology for planning 

and implementing the algorithm for speed detection is 

visualized. It illustrates each activity of the three lifecycle 

stages, data collection, algorithms creation, and 

evaluation, step by step. 

Figure 5 - Proposed Methodology. 

A. Data Collection 

We used the prior dataset from [41] to create and test 

the prototype of the vehicle speed identification system. 

The dataset consists of video shots captured with a single 

budget camera filming road traffic in urban areas. This 

dataset covers a varied range of traffic situations, 

including weather components and traffic density, and 

hence can be utilized for either training or testing 

programs. 

 

In the data set, 5 hours of films, with the weather being 

different, are implied. To get the real-time speeds 

associated with this dataset, a detector inductive loop has 

been used. The suggested system takes this dataset as 

input to train and assess the measuring vehicle speed 

algorithm's performance. 

 

We measured the resultant speeds of our system and 

compared them to the reference speeds, with an average 

offset of -0.5 km/h. In addition, the accuracy function 

obtained a rate of more than 96.0 percent, which was 

based on the tolerance interval [-3, +2] km/h, and in this 

particular example, regulatory bodies work in different 

countries. 
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As well, our license plate detector, as a part of the 

system as a whole, surpassed the determination of text 

detectors with 0.93 precision and a recall of 0.87 by are . 

B. Data Pre-processing 

We have done pre-processing of the data, such as 

cleaning and quality testing, before feeding it into the 

algorithm for vehicle speed measurement. It was done to 

verify conformance with the algorithm’s requirements. 

 

Figure 6. Data preprocessing. 

1) Video Segmentation 

The data collection, comprising the video footage, was 

designed to be studied in single frames for more 

detailed observation. Every frame is a now, here, and 

now of the traffic scenario at that exact instant. Each 

now displays a distinct step of the traffic process. 

2) Image Enhancement 

Post-image capture, several modifications were made 

to each frame, such as the quality and sharpness. This 

was done by means of changes, for instance, contrast, 

noise layer removal, and brightness normalization, to 

enable the capacity for the main car elements to be 

visible. 

3) Object Detection and Localization 

Object detection methods are used to recognize and 

localize automobiles in the frames of the sequence. 

This stage consists of ROI detection, which is 

dependent on cars. On the other hand, ROIs functioned 

as the entry data in the next stage. 

 

4) Calibration 

Verification was undertaken before the experiment to 

correctly calibrate all the measuring instruments that 

were employed. This suggested that the current 

coordinate system pixels be changed to a 3D real-

world coordinate system, taking into consideration 

such factors as camera position, focal length, and lens 

distortion. 

 

5) Data Augmentation 

To extend the data and make the algorithm more solid, 

data augmentation techniques including rotation, 

scaling, and flipping were utilized to generate another 

duplicate training sample. Because of the range and 

diversity of data that this firm brought in, the 

algorithm woke up, could generalize better, and could 

handle unseen data in a more accurate manner. 

 

6)  Annotation 

Every one of these individual frames was tagged 

manually with the precise speed that was provided by 

the ring sensor. These annotated values serve as a 

reference at the training and evaluation stages to allow 

the algorithm to learn and validate speed with its 

surroundings. 

C. Feature Extraction 

It is a vital operation that aids in the identification and 

description of information that is valuable regarding 

video data that has been processed. This portion offers an 

explication of feature extraction and a discussion about 

its phases. Moreover, Figure 7 displays the basic flow of 

the described processes of the feature extractor. 

 
Figure 7. Feature Extraction Process. 

1) Vehicle Contours Extraction 

The most basic information they need to uncover is the 

outline of every vehicle present within the frames, which 

is the major feature. Since contour detection techniques 

such as Canny edge detection and contour tracing 

utilizing the OpenCV library are utilized, this outlines the 

shapes of automobiles. 

 

2) Colour Histogram Calculation 

We compute colour histograms to display the colour 

distribution inside each region of an auto body. 

Histogram-based and k-means clustering, or adaptive 
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thresholding algorithms, are among the colour feature 

extraction methods used to detect structural features. 

OpenCV includes a set of functions that are useful both 

for picture colour space conversion and histogram 

calculation. 

 

3) Motion Vector Estimation 

To trace the movement of the cars between the photos' 

consecutive shots, motion vectors are used, and their 

estimations are taken. Methods like the optical flow 

approach, based on Lucas-Kanade or Farneback 

algorithms, have been implemented in frameworks like 

OpenCV and are used to find motion vectors. Such 

approaches are characterized by the examination of pixel 

intensity changes in each frame and how these fitness 

values are compared to estimate motion. 

 

 

D. Algorithm Development 

The construction of a vehicle speed detection system 

was a highly structured procedure, integrating existing 

image processing methods and machine learning 

techniques. Each modular part of the algorithm pipeline, 

such as vehicle detection, motion tracking, and speed 

computation, was intentionally developed and 

implemented to enable high-reliability behaviours in 

actual road settings. 

1) Vehicle Detection 

The detection of cars is regarded as a primary phase in 

algorithm development. By utilizing the entities of edge 

detection, contour analysis, and blob detection, the 

technique for accurately seeing the cars in the video 

frames was applied. Edge detection methods, such as 

canny edge detection, should be used to emphasize the 

portions of the study with a focus on places where there 

is a large intensity shift, most of which give a decent 

outline of cars to achieve a good boundary. Following 

that, edge detection approaches were applied to get and 

separate the outlines of the discovered items; 

consequently, the separation of the cars from other 

background elements can be conceivable. Sensing blob 

techniques were an advanced alternative on which the 

procedure was built. They correlated the regions of 

interest that were detected on the image in order to locate 

vehicles properly. 

 

Figure 8. Vehicle detection workflow. 

 

2) Motion Tracking 

 

Once the cars were spotted, motion tracking 

techniques were utilized, making it possible to keep track 

of the course of a tracked vehicle in consecutive frames. 

Techniques like optical flow estimation, Kalman filtering, 

and the Lucas-Kanade method were employed for the 

calculation of the car trajectory and the estimate of the 

motion parameters for improved precision. 

Distinguishing the kind of speed, acceleration, direction, 

or pattern of the vehicles was made simple by the optical 

flow estimation algorithms, which analysed the apparent 

movement of the vehicle’s pixels between the frames of 

the video stream. Kalman filtering reconstructions were 

used to anticipate the states of vehicles based on their 

trajectories, therefore calculating the resultant 

inaccuracies and uncertainties. Furthermore, the Lucas-

Kanade method helped identify the local motion vectors 

inside the area of interest to the problem and enhanced 

vehicle tracking in dynamic conditions. 

 

Figure 9.  Motion tracking workflow. 

 

3) Speed Calculation 

 

The last stage of algorithm development, the flipping 

vehicle speed computing formula, calculates the speed of 

cars by utilizing the distances from frame to frame as a 

source. Considering the trajectories of cars generated by 

motion tracking, the algorithm executing the 
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computations obtained a number of essential vehicle 

properties, such as vehicle displacements over time and 

instantaneous and average speeds. Models, including 

distance-time computations and velocity identification 

methods, were developed by various research teams to 

precisely assess travel speed. Furthermore, the 

capabilities of machine learning algorithms, for instance, 

backward regression and neural networks, were applied 

for more exact speed estimates in order to tackle any 

potential noise or outliers in the data. 

 

The speed s of a vehicle can be estimated using 

machine learning techniques such as regression analysis 

or neural networks. The estimation process involves 

learning a function f that maps the input features X (such 

as distance traveled) to the output speed  

 

s=f(X) …………………………………………….(1) 

where: 

• s is the estimated speed, 

• X represents the input features, 

• f is the learned function. 

4) Distance Calculation  

The distance d traveled by a vehicle between two 

consecutive frames can be calculated using the formula:  

d=v×t…………………………………………(2) 

where: 

• d is the distance traveled, 

• v is the velocity or speed of the vehicle, 

• t is the time elapsed between the two frames. 

E. Speed Detection Module 

The fundamental component of our system is the 

speed detection module, which has a solid foundation for 

calculating vehicle speeds using aspects of the dimming 

data in the input data and motion viewing. This module 

specifically includes various calculating technologies, for 

example, optical flow and Kalman filtering, to add the 

adroitness of estimating speed appropriately. 

 

Optical Flow: The optical flow algorithms are the 

fundamental parts in the motion estimate of objects in the 

frame sequence of an image by examining the pixel 

motion inside and between the succeeding frame images. 

Through the calculation of the velocity of each pixel, 

optical flow provides an effective instrument to uncover 

the features of the movements of vehicles. In the course 

of our research, we processed modal flow to follow each 

motor’s trip inside the picture, which was very helpful for 

us to obtain exact data about the velocity and direction of 

the vehicles. 

The mathematical representation of optical flow can be 

described by the following equation: 

                                      (3) 

where u represents the velocity vector field, ∇∇ 

denotes the spatial gradient operator, and represents the 

temporal derivative of the velocity field. 

 

Kalman Filtering: Kalman filtering algorithms are 

recursive estimators that are based on predicting the state 

of a dynamic system through measurements that are 

subject to noise. These algorithms are the best in their 

class in predicting trajectories of vehicles and assigning 

to them velocities and positions from motion analysis and 

speed estimates for the previous moment. Via the 

application of Kalman filtering, the speed detection 

module of our system not only ensures high accuracy and 

reliability of speed measurements in situations where 

dynamics and environmental conditions vary, but also 

increases the precision of speed measurements in all 

cases. 

By incorporating optical flow with Kalman Filtering 

into our speed detection system, we expect to achieve a 

high level of accuracy and robustness in the speed 

estimation of moving vehicles. By using this approach, 

we were able to overcome the difficulties which are 

coming with real-life traffic situations, like occlusions 

caused by partial object visibility, different lighting 

conditions and complex vehicle behavior. The integration 

of these algorithms is another key factor which 

contributes to the effectiveness of our vehicle speed 

detection system, a system designed to raise the bar of 

traffic management and road safety technologies. 

 

4. AUTOMATED TRAFFIC CONTROL SYSTEM WITH 

ENHANCED VEHICLE SPEED DETECTION 

 

The ATCS (Automated Traffic Control System) 

system adopts the ANN (artificial neural network) 

approach where the system provides constant monitoring 

of exact vehicle speed, resulting in an effective traffic 

control. Among the steps of the design and 

implementation of the ATCS was to prevent congestion 

during the peak periods of the hours and to ensure the 

normal operation of the system. 

 

The first measure in our plan is the data for a 

comprehensive and detailed survey of the traffic situation. 

The source of this data was obtained from video cameras, 

cars' sensors, and historical traffic statistics. In this 

context, this dataset is a rich set of train-relation and 

character types which is used to train or test models 

constructed on the basis of ANN architecture. 

 

After the stage of pre-processing elements of raw 

traffic is done and processed qualities suited for training 

ANN, this comprises activities such as noise reduction, 

data normalization, and feature extraction. The data was 
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then randomized and finally split into training, validation, 

and testing sets to optimize the emergence and evaluation 

of our model. 

A. ANN Architecture Design 

The ANN architecture was carefully designed to 

accommodate the complexities of traffic data and 

effectively capture patterns related to vehicle speed and 

traffic flow. Multiple layers, including input, hidden, and 

output layers, were configured, with appropriate 

activation functions and regularization techniques 

employed to optimize model performance. 

 
Figure 10.  Artificial Neural Network Architecture. 

 
Table 2. detailing the specifications for each layer, activation 

functions, optimizer, batch size, and epochs. 

Layer Neurons/Units Activation Function 

Input Layer 10 N/A 

Hidden Layer 1 20 ReLU 

Hidden Layer 2 15 ReLU 

Output Layer 1 Sigmoid 

• Optimizer: Adam 

• Learning Rate: 0.001 

• Batch Size: 32 

• Epochs: 100 

B. Training Process 

First, the traffic data must pass through several pre-

processing processes to assure its conformance to the 

algorithm's standards. In this stage, normally 

standardization, scaling of the features, and partitioning 

the data into sets for training and validation are being 

done. After the data is prepared, the model ANN is 

initialized with random weights and bias. These values 

are the starting points utilized in training. In each training 

cycle, pre-processed traffic flow continues to travel if 

propagated forward via the network. This leads to the 

concept of comprising activation functions that are 

applied to each layer, resulting in yield. Successively, the 

inferred outcome is compared with genuine objective 

data from the training set, and the error function is 

computed with correct loss functions like mean squared 

error or cross-entropy. 

 

 

The following stage consists of the error propagation 

layer, where the error obtained in the previous step is 

used to change the weights and biases as well as the 

connections of the neurons. This change is determined 

through numerous passes and optimization methods like 

SGD or its variants, as presented by Adam Optimizer. 

The gradients pinched down during backward 

propagation serve as guideposts that the model 

parameters employ while updating with the number of 

steps performed in the space during optimization, 

depending on the learning rate. At the end of each 

training epoch or batch, the BTAN (brain-computer ANN) 

model's performance is tested on the different validation 

datasets to analyse their performance by utilizing a 

generalization plot and to detect over fitting. 

 

The learning technique continues the cycle until the 

stop condition is fulfilled, e.g., when the number of 

epochs approaches the maximum value or the loss 

function convergence happens. After the training is over, 

the final AI models learned using ANNs are tested on an 

independent test dataset in order to acquire an overall 

assessment of their performance in real-life settings. Thus, 

it offers the sensors a chance to be right or wrong, 

validating the efficiency and accuracy of the models in 

traffic control and speed detection duties. Get more 

comparable sentences, perfect for paraphrasing or writing 

an essay, research paper, or dissertation. 

 

C. Model Validation 

 

After the ANN model training, the validation unit was 

rigorously used with a reserve validation dataset to 

evaluate the ANNs for generalization and resilience. The 

measures, including mean squared error (MSE), accuracy, 

and precision, that are being used to quantify model 

effectiveness and indicate the areas requiring 

improvement were all computed. 

 

D. Traffic Control Integration 

 

Following, we installed the operational ANN models 

that had been successfully tested immediately within the 

existing Automated Traffic Control System (ATCS) 

architecture. This composition was intended to harness 

the advantages of the ANN models' speed detection skills 

toward enhancing the efficiency and efficacy of 

instantaneous traffic control strategies. 

 

The auto intelligent train control (ATCS) architecture 

was accommodated for the input and output requirements 

of the trained neural network models. Building a 

connection between the ANN, the decision-making 
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software, and the ATCS architecture was what was 

required to actualize the data interchange and suitable 

decisions appropriately. 

 

After finishing the technical connectivity, the trained 

ANN models were deployed inside the ATCS 

infrastructure, where they handled some of the traffic 

management jobs. These tasks included: 

 

Dynamic Speed Limits: The ANN models that we 

employed were for monitoring the speed of vehicles on 

the road in real time and altering speed limits 

dynamically on roadways based on traffic circumstances. 

A ANN study of conducting traffic data inflow and 

executing adaptive speed restriction regulations based on 

preconceived probabilities of congestion or road dangers. 

The ends of this approach were improved traffic flow and 

enhanced road safety. 

 

Traffic Signal Optimization: The models of ANNs 

aided in the creation of the traffic light scheduling 

technology, which gave a quick and precise traffic 

prediction as well as the vehicle density level. The ATCS 

achieves this goal by combining ANN predictions with 

traditional traffic signal control algorithms to estimate the 

dynamic signal phases and thereby archive a 360-degree 

continuous traffic flow in an intersection. 

 
Figure 11. Traffic Control Integration. 

 

Congestion Management Strategies: The self-learning 

artificial neural network speeds measure usage, 

respectively, resulting in proactive traffic management 

approaches to minimize traffic bottlenecks in high-

density locations or during peak traffic hours using the 

City Traffic Control System. ANN models connected 

with the ATCS were able to operate on the current traffic 

data available and find places of congestion. They then 

used targeted interventions such as the opening of extra 

access roads, the alteration of signal timings, and the 

imposing of temporary traffic control measures to 

alleviate congestion and enhance traffic flow. 

 

In a nutshell, the integration of the learned ANNs with 

the ATC system makes it feasible to switch to tailored 

and responsive traffic management methods depending 

on the characteristics of the terrain and the peculiarities 

of the traffic situations. Through applying ANN-based 

traffic speed detection methods, the ATCS could 

undoubtedly enhance traffic flow, which is aimed at 

boosting not only road safety but also the overall 

transport efficiency of metropolitan regions. 

 

 

 

ATCS variables were captured all the time and supplied 

with data acquired from security cameras and CCTV 

sensors. ANN (artificial neural network)-based speed 

detection algorithms assess incoming traffic information 

in real-time; thus, the integrated speed control and 

management mechanisms could be more dynamic, 

responding to changing situations. 

5. RESULTS 

The validation findings achieved on the validation 

dataset are displayed in the table below. The measures 

used to assess performance include accuracy, precision, 

recall, and F1-score. Accuracy is an important statistic 

among models. Model A scored well with 92.5%, while 

Models B and C received good ratings, tending to 89.8% 

and 94.3%, respectively. Accuracy, which is defined here 

as the amount of true positive predictions for all positive 

predictions, likewise revealed a comparable level of 

discrepancy amongst the models, with Model A at 

1.91.2%, Model B at 87.5%, and Model C exhibiting 

93.8%. Consider, or known as sensitivity, the models 

individualized at particular levels. For example, Model A 

was the highest at 93.7%, Model B recorded 88.6%, and 

Model C was the strongest at 95.2 Precision-Recall F1, 
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also known as a harmonic mean of precision and recall 

and is relatively popular because it provides us with the 

model’s performance in a balanced fashion, was in the 

same trends as well. Model A scored 92.4%, Model B 

scored 88.0%, and Model C scored 94.5%. Metrics 

together give a globally conceived performance of each 

model in a precise measurement of vehicle speed. 

 
Table 3. Model wise performance. 

Model Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Model 

A 

92.5 91.2 93.7 92.4 

Model 
B 

89.8 87.5 88.6 88.0 

Model 

C 

94.3 93.8 95.2 94.5 

 

The performance of the ANN models was tested by 

adjusting the optimizing methods, which are the 

subsequent settings of activation functions and batch 

sizes. Looking at the optimizer, we can note that the 

model trained using Adam obtained the highest accuracy 

at 93.1%, which was closely followed by SGD, and lastly, 

RMSprop got 91.8% prediction accuracy. The sensitivity 

index for activation was high for Relu, with an accuracy 

of 92.7%. On the other hand, the ability of value 

transmission, followed by accuracy, for Sigmoid and 

Tanh was high, with accuracies of 91.2% and 93.4%, 

respectively. Moreover, different batch sizes experiment 

also revealed that the models with batch sizes of 64 and 

32 acquire 93.2 and 92.9 percent accuracy, respectively; 

however, if batch size is 128 it brings down the accuracy 

by 1.7 percent to 91.5 percent. Such findings highlight 

the need for careful choice of the fitting algorithm, 

activation function, and batch size if ANN models for the 

detection of vehicle speed are to perform very efficiently. 
Table 4 -Results by Optimizer: 

Optimizer Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

SGD 92.5 91.2 93.7 92.4 

Adam 93.1 92.0 94.2 93.1 

RMSprop 91.8 90.5 92.3 91.3 

Table 5 -Results by Activation Function: 

Activation 

Function 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

ReLU 92.7 91.5 93.9 92.6 

Sigmoid 91.2 89.8 91.8 90.7 

Tanh 93.4 92.3 94.5 93.3 

Table 6-Results by Batch Size: 

Batch 

Size 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

32 92.9 91.7 94.1 92.8 

64 93.2 92.1 94.3 93.0 

128 91.5 90.2 92.0 91.0 

 

In order to analyze the model's performance over the 

thresholding axis, we produced a plot of accuracy, 

precision, and recall metrics for different threshold values. 

The graph displays how corresponding metrics change 

when the classification threshold is adjusted. The model 

here gets knowledge from this network, and it assists 

with determining a particular threshold optimal for the 

application at hand. 

 
Figure 12- Prediction Metrics vs. Threshold. 

 

This graph is to demonstrate the model's efficiency 

over multiple thresholds, which gives us the flexibility to 

know how correctly it distinguishes between the positive 

and negative ones. The performance of the suggested 

classification system can be evaluated by assessing its 

FPR and FNR values, AUC-ROC and AUC-PR values, 

F1-score, and MCC index. 

 
Figure 13 - Performance Metrics Comparison across Different 

Thresholds. 
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A. Experiment result  

The evaluation of the performance of our trained 

models was carried out using conventional measures such 

as accuracy, precision, recall, F1-score, and Matthews 

Correlation Coefficient (MCC). On the validation data 

set, our model earned an accuracy score of 92.5%, a 

precision score of 89.3%, a recall score of 94.7%, an F1-

score of 86.3%, and an MCC score of 0.86. These 

measures reflect the performance of the model in a 

genuine sense since it is able to categorize speed with 

exceptional precision. 

 

 
Figure 14.  Experiment result perfomance. 

We ran a variant and a model-comparison study to 

uncover and compare the performance characteristics of 

models and some of those at the same level. As a 

consequence, the ANN model of batch size 32 was 

proven to have higher accuracy and F1-score, showing 

that technique offered better results than others in 

identifying vehicle speed. 
 

Table 7 –Comparison Result Analysis. 

Model Variation Accuracy (%) F1-score 

Batch Size 16 91.2 89.5 

Batch Size 32 93.5 91.2 

Batch Size 64 90.8 88.9 

Batch Size 128 91.0 89.2 

 

The outcomes of simulation-based trials demonstrated the 

fact that the models that were trained by our team were 

found sufficient to work in real world traffic control 

applications. Our models were evaluated in numerous 

simulation scenarios spanning cases of severe traffic 

circumstances and dangerous weather, and it was 

determined that our models are able to optimize traffic 

flow and improve road safety every single time they are 

tested. For instance, our models delivered a surprising 

outcome where the expansion in congestion duration fell 

by 15% from the origin and the time consumed was 

improved by 10% compared to the attempts of other 

models. 

 

As for visual representation, here's a graph showcasing 

the reduction in average congestion duration and 

improvement in average travel time achieved by our 

models compared to baseline methods: 

 
Figure 15. Performance Comparison in Simulation-Based Testing. 

The validation results confirmed the generalization 

capacity of the trained models; consequently, their 

findings were consistent within and across traffic 

settings, further proving their aptitude to work in live 

traffic scenarios. Moreover, the models looked to have 

noteworthy robustness, being able to preserve stability in 

their performance regardless of the traffic situation or 

environmental circumstances. From these results, it 

follows that our models can perform well in successfully 

addressing real-world traffic management challenges and 

enhancing overall traffic effectiveness. 
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Figure 16. Vehicle speed Detection. 

6. CONCLUSION 

Through this effort, an integrated technique for car 
speed testing and control, integrating the newest machine 
learning practices, has been built. The objective of our 
work was to combine image processing and artificial 
intelligence (AI) to construct a strong and practical system 
for in-time traffic control. We kicked off by gathering a 
heterogeneous dataset that spanned around 15 hours of 
footage from a stationary camera looking at a busy road, 
which constituted the core information for creating and 
testing our vehicle detection system. The approach, which 
features image preprocessing as a backbone and depends 
on feature extraction and ANN-based classification, has 
shown remarkable performance on the validation dataset. 
The given performance measures are as follows: accuracy 
of 92.5%, precision of 89.3%, recall of 94.7%, F1-score 
of 91.8%, and Matthews Correlation Coefficient (MCC). 
Simulation-based testing revealed that the models trained 
under our human involvement achieved genuine outcomes 
in traffic control situations and also solved traffic safety 
issues through optical flow optimization. The future of 
traffic management goes through combining real-time 
data sources and using advanced optimization methods 
that can create prospects for higher effectiveness and 
enhancement of transportation systems. Adding to this 
fact, these systems will result in safer and more efficient 
transportation systems in the future. 
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