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Abstract: Clustering is one of the critical approaches in data mining, which aims to divide and group data into groups that have similar
characteristics. Some of the main problems in clustering are grouping with high-dimensional datasets that have many attributes, both
numerical and categorical data types, high time consumption, calculation complexity, and overhead, which makes some algorithms
in the clustering process less efficient. The clustering algorithm often used is K-Means, but the algorithm needs to improve in the
computational method that is quite long. The results of grouping data on K-Means must be defined first, as well as noise or outliers,
due to outliers in grouping results and difficulties in finding global solutions that can reduce the quality of clustering results on
the K-Means algorithm. Therefore, this research is focused on developing the K-Means Algorithm to improve model performance
as well as the quality of the resulting clusters by combining the K-Means (KM) method with Invasive Weed Optimization (IWO),
and Genetic Algorithm (GA) called the Hybrid IWOKM-GA method to produce data clustering with close genetic diversity. The
results showed that the Hybrid IWOKM-GA method managed to find the best clustering results with a Cost Function Value value of
2400.51, almost three times when compared to the K-Means model combined with GA, which has a computational time of 328.08 seconds
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1. Introduction
Data mining is one of the essential approaches in

clustering methods, which aims to divide and categorize
data into groups with similar characteristics. In today’s sig-
nificant data era, everything generates large amounts of data
from various sources, such as smart home devices, mobile
devices, or data from business and financial transactions.
The application of data mining models can be seen in
the health field and can have a significant impact [1], [2],
besides that, it is applied in the world of education, such
as to extract individual student learning achievements from
course information [3]. Suppose the data containing many
variables generated in this process is further processed using
the proper method. In that case, it will help entrepreneurs
or other actors organize data into the desired categories.

The application of data mining models can be seen in
the health field and can have a significant impact; besides
that, it is applied in the world of education, such as to ex-

tract individual student learning achievements from course
information. Suppose the data containing many variables
generated in this process is further processed using the
proper method. In that case, it will help entrepreneurs or
other actors organize data into the desired categories.

The application of data mining models can be seen in
the health field and can have a significant impact; besides
that, it is applied in the world of education, such as to ex-
tract individual student learning achievements from course
information. Suppose the data containing many variables
generated in this process is further processed using the
proper method. In that case, it will help entrepreneurs or
other actors organize data into the desired categories.

At this point, the categorization of text data should
be essential for data mining activities [4], [5], [6]. In
multidimensional data processing, clustering can be used to
group and divide data effectively so that the data owned
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can be grouped according to similarities. Clustering is
an unsupervised learning model on datasets that will be
grouped based on Euclidean values that show parameters
of similarity between one data and another [7], [8]. The
processes in grouping, broadly speaking, are grouped into
two processes: the hierarchical method and the partition
method. In hierarchical methods, data is formed in a tree
model called a dendrogram in the form of levels in grouping
results. Because the results obtained are considered natural
and complicated in the reading process, this process is often
not used in grouping data that will be used for commercial
purposes [4], [5], [6].

In another process, namely the partitional clustering
process, data grouping is done by an iteration process. At
first, the data is divided into several parts, and then the parti-
tioning process is engineered in such a way and transformed
into a new data cluster, approaching the Euclidean distance
value. The process performed on clustering can be used as a
function of the K-Means algorithm. The K-Means algorithm
itself is an algorithm that is currently still popularly used
for the clustering process. This algorithm has advantages
because of its simplicity in the process of grouping data;
among others, this process has low complexity, and the
growth of this algorithm is linear [7]. On the other hand,
K-Means has several disadvantages, including a reasonably
long computing process, the data grouping results in K-
Means must be defined first, and noise or outliers in
the grouping results, which can reduce the quality of the
clustering results [7], [9], [10], [11], [12].

Research is currently underway to address the weak-
nesses of the K-means algorithm. The focus is on develop-
ing the algorithm to enhance its performance and the quality
of the resulting clusters [13], [14]. Improving cluster quality
includes proposing a method to obtain the initial centroid
value to improve class label validation [10], [15], [16].
Meanwhile, to overcome K-Means’ inability to find global
solutions, some researchers use the Invasive Weed Opti-
mization (IWO) method [6], [7], [17], [18]. The selection of
IWO was inspired by weed plants that can live scattered and
then able to colonize the process on overgrown land. This
algorithm approximates the distribution of random values
at a wide point, the distribution of random values carried
out based on normal functions for the centroid distribution.

IWO is often combined with other algorithms for opti-
mization purposes, such as combining IWO with Gray Wolf
Optimization (IWOGWO) [18]. IWOGWO aims to improve
clustering algorithms’ ability to find better solutions in
complex search spaces. In addition, some researchers also
propose merging IWO with K-Means (IWOKM) [6], [17],
[19] which aims to improve the quality of the clustering
algorithm by utilizing a more optimal initial centroid search
process. Therefore, the IWOKM algorithm shows better
results than ordinary models in IWO regarding accuracy and
speed in generating convergence. In addition, IWO is also
combined with other algorithms, such as Data Envelopment

Analysis (DEA) and K-Means, which can improve process
efficiency and shorter execution time [7]. The study used
DEA to assess the efficiency of existing facilities, then
combined it with the K-Means method to identify efficient
site clusters, and finally utilized the IWO algorithm to op-
timize the location of new facilities to be placed. Although
IWO can improve clustering algorithms, it performs poorly
when applied to clustering problems for high-dimensional
datasets. This is due to how invasive weeds spread in nature
[20], which limits the algorithm’s ability to handle high-
dimensional search spaces. One algorithm that can be used
to overcome these problems is the GA [10].

GA has characteristics that can be used for optimization
and increasing speed and accuracy. In terms of cluster
optimization, GA can help overcome the problem of random
initial centroid selection in K-Means and result in better
and more optimal clustering [8]. Optimization can also be
done using the Multi-Objective Genetic Algorithm (MOGA)
with categorical data clustered using the K-Means algorithm
to minimize intra-cluster distances and maximize distances
between clusters to lower the clustering error rate [14].
GA ability in cluster determination is also seen in the
SOMI-GANB hybrid model research that uses GA in the
feature selection process to improve the performance of the
Naı̈ve Bayes algorithm. The method can group attribute
values and achieve high accuracy. This research shows that
using GA helps optimize the number of attribute clusters,
improving accuracy and addressing problems that often
occur when faced with incomplete data [21]. Like IWO,
GA development based on Swarm Optimized Clustering
in different topics aims to select high-dimensional data
features that can improve system efficiency and accuracy
[22].

Based on this background, this study proposes using a
combination of IWOKM optimized using GA. The selection
of IWO was inspired by weed plants that can live scattered
and then able to colonize the process on overgrown land.
This algorithm approximates the distribution of random
values at a wide point, the distribution of random values
performed based on normal functions for the centroid
distribution. After the process of initialization and formation
of cluster groups from each data, the role of GA in the
proposed study is to maintain genetic diversity from one
generation to another, ensure the best population crossover,
and eliminate chromosomes. Suppose the process with GA
has succeeded in obtaining clusters with the best genetic
diversity. In that case, the iteration process at IWOKM will
be carried out until a data cluster with the closest Euclidean
distance is obtained. The superiority of the IWOKM GA
algorithm will later be verified by conducting experiments
on high-dimensional banking datasets.

This paper’s composition continues with Part 2 describ-
ing the proposed model, followed by Part 3 containing the
results of the analysis and discussion of the proposed model,
and finally, Part 4 containing the conclusions of this paper.
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2. ResearchMethods
Figure 1 shows the proposed model carried out by com-

bining IWOKM with GA optimization. This study focuses
on combining IWOKM with GA optimization to produce
data groupings with close genetic diversity. It also seeks to
optimize the computational time used in grouping data and
the resulting diversity compared to conventional K-means
methods.

In the evolution of data grouping. This scheme uses the
combination to determine the computational time produced
and the results of clustering the data obtained. The process
begins with initializing variable components used in the GA
process: generation, chromosomes, and population. Then,
the process continues with the initialization of IWOKM,
which determines the group of each data owned. After
the previous method is carried out, the next step is the
determination of the Fitness Counting Function, which
determines the fitness value produced by each individual
based on the parameters that have been initialized. The step
continues with a crossover process to move from the best
populations one and 2. After this, a mutation process is held
to maintain the genetic diversity of one generation.

When a chromosome value from GA cannot be used,
a process of elimination is carried out to obtain generation
with close diversity. When the GA process has succeeded
in producing a population with a generation with the best
gene affinity, the process will be completed; otherwise, the
IWOKM will be carried out.

The pseudocode of the proposed method is shown in
Figure 1 is presented in Figure 2.

A. K-Means Clustering
K-Means Clustering is a method of grouping data with

K objects as centroids on each cluster. The selection of
centroids must be considered carefully, so that no data
outliers and clustering can cover the data as a whole. The
first step in the K-Means process is to select a centroid point
as far away as possible from other centroids. Then, after
the centroid determination process is complete, a distance
calculation process will be carried out which causes the data
to be grouped on one of the corresponding centroids [16].
The K-Means Clustering equation can be seen in Eq.(1).

j =
k∑

j=1

n∑
i=1

∣∣∣∣X( j)
i − c j

∣∣∣∣2 (1)

The K-Means Clustering flow can be seen in Figure 3.
The algorithm accepts the number of clusters to group
data into, and the dataset to be clustered as input values.
Specifies the number of clusters. Each cluster formed will
be calculated for its average value. The average of a cluster
is the average of all records contained in that cluster.
Allocate data into clusters randomly. Calculate the centroid
/ average of the data in each cluster Allocate each data
to the nearest centroid/average Repeat the previous steps

until stable clusters are formed and the K-Means procedure
is complete. A stable cluster is formed when iterations or
iterations of K-Means do not create a new cluster as the
center of the cluster or the arithmetic mean values of all
new clusters are equal to the old cluster.

B. Invasive weed algorithm (IWO)
IWO is an invasive algorithm inspired by the ability

of weed plant colonization in host plants; the realization of
the invasion process in IWO begins with random population
initialization, and then the reproduction process is carried
out depending on the fitness value, thus ensuring linear
growth [7]. In IWO, a spatial dispersal process causes seeds
to disperse with normal distribution. The following process
is competitive exclusion, which is the selection process of
developed seeds; seeds with low fitness value will not be
able to develop, so they will naturally be eliminated. It is
such a process that the optimal solution can be obtained
quickly.

Swarm intelligence-based IWO is an optimization tech-
nique that can steer the search process through intra-
group competition and collaboration. IWO algorithms are
population-based global search strategies as opposed to
evolutionary algorithms. The robust, aggressively growing
crops that seriously endanger cultivated plants are referred
to as weeds. Historical data spanning thousands of years
suggests that weeds are winners: Herbicides have been
used for more than 60 years, yet weeds are still prevalent
everywhere; agriculture and human hands weeding first
existed thousands of years ago, and weeds are still present
everywhere. The potential of weeds to self-transform and
survive is demonstrated by the rise in anti-herbicide weeds
in recent years [17]. The IWO algorithm is presented in
Figure 4.

1) Population Initialization Phase
The initialization phase is the initial phase of the IWO

process. It establishes a population size (n) that represents
the number of potential solutions. Initialize the initial popu-
lation with random solutions in the search space. The initial
center point, which is also a candidate for the initial solution
determined at random, will be the mother grass in the IWO
process, which will then produce child grass and spread in
the search area.

2) Reproduction Phase
Based on availability, each seed grows or develops into

a flowering plant according to its seed fitness. The ability of
a plant population to produce seeds varies based on the best
and lowest colony fitness. The number of seeds produced
by each plant increases from the minimum value (S min) to
the maximum value (S max). The linear growth of a plant
can be determined by examining the seeds of the highest
fitness individual in the colony

This phase encompasses a series of intricate stages,
including the calculation of the fitness value of each cluster,
the determination of the potential seed production of each
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Figure 1. Proposed method

parent grass, and the final decision on the distribution of
the offspring grass. The fitness function used to determine
the potential seed production of each parent grass is the
Mean Squared Error value of each cluster, a complex yet
comprehensive measure.

A plant is allowed to produce seeds depending on its
fitness value. The number of seedlings that each plant can
produce increases linearly from the smallest possibility to
the most significant possibility. The equation for determin-
ing the amount of child grass that will be made by each
parent grass as conveyed by [7] is as shown in Eq.(2).

nseed =
Fi − Fworst

Fbest − Fworst
(S max − S min) + S min (2)

Where:

• nseed represents number of child grasses to be pro-
duced

• Fi indicates fitness value from grass to I

• Fworst signifies worst fitness score in grass colony

• Fbest denotes best fitness value in grass colony

• S max is maximum amount of daughter grass that the
parent grass can produce

• S min is minimum amount of daughter grass that the
parent grass can produce

3) Spatial Dispersal Phase
The resulting seeds are randomly dispersed in a distribu-

tion with an average equal to zero and different variances in
the search space so that they can approach the variance of
the parent and grow into new plants. For standard deviation,
σ, for the initial function on a predetermined basis. At
every stage or iteration, reduced to the final value iteration.
Calculation of the spatial dispersal phase using Eq.(3).

σiter =

(
itermax − iter

itermax

)n (
σiter − σ f inal

)
+ σ f inal (3)

Where σiter is the standard deviation value at the current
time, itermax is the maximum number of iterations, n is the
nonlinear modulation index, the initial standard deviation
value, and the final standard deviation value.
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1. Initialize parameters: 

-Population size (N) 

- Maximum number of generations (G) 

- Maximum number of seeds (Smax) 

- Minimum number of seeds (Smin) 

- Standard deviation (σ) 

- Number of clusters (k) 

- Crossover and mutation rates for GA 

- Maximal Iteration (I) 

- Population Min and Max for IWO (PopMin n PopMax) 

2. Generate initial population (P) of weeds: 

   FOR each weed in P: 

       Initialize weed's position with random values (centroids for k clusters) 

   ENDFOR 

3. Evaluate the fitness of each weed using a fitness function (e.g., sum of squared errors in      

clustering). 

   FOR each weed in P: 

       Apply K-Means clustering using weed's position as initial centroids. 

       Calculate SSE for the clustering result. 

       Set weed's fitness as negative SSE (since lower SSE indicates better fitness). 

   ENDFOR 

4. WHILE Iteration < I DO: 

       - Reproduction: 

         FOR each weed in P: 

             Calculate the number of seeds based on weed's fitness: 

             num_seeds = Smin + ((Smax - Smin) * (weed_fitness - worst_fitness) / (best_fitness - 

worst_fitness)) 

                 FOR each seed: 

                     Create a new position for the seed by adding Gaussian noise to the weed's position 

                 ENDFOR 

         ENDFOR 

       - Combine parent weeds and their seeds into a new population P_new. 

       - Evaluate the fitness of each individual in P_new. 

Sort P_new based on fitness. 

       - Select the top N individuals to form the new population P. 

END WHILE 

 

5. Return the best solution found (the weed with the highest fitness). 

6. Genetic Algorithm Operations: 

         FOR each pair of individuals in P: 

              Perform crossover with a certain probability to create offspring. 

              Perform mutation on the offspring with a certain probability. 

         ENDFOR 

         Evaluate the fitness of the offspring. 

         Combine the offspring with the current population P. 

         Sort the combined population based on fitness. 

         Select the top N individuals to form the new population P. 

Function fitness_function(weed_position): 

   - Apply K-Means clustering using weed_position as initial centroids. 

   - Calculate the clustering cost (e.g., sum of squared distances from points to their respective 

cluster centroids). 

   - Return the negative clustering cost as fitness (since lower cost means better fitness). 

Function crossover(parent1, parent2): 

   - Implement crossover operation to generate offspring from parent1 and parent2. 

Function mutation(individual): 

   - Implement mutation operation to introduce variations in the individual's position. 

 

Figure 2. Pseudocode of the Proposed method
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Figure 4. Invasive Weed Optimization (IWO) algorithm flow

4) Competitive Exclusion Phase
Reproduction continues to reach the maximum number

of plants (Pmax). Only plants with higher fitness can survive
and produce seeds, and the rest are eliminated. The above
steps continue to be carried out until maximum results
are achieved in the number of plants and plants with the
highest fitness. This is the shortest way to reach the optimal
solution.

C. Genetic Algorithm (GA)
GA are part of the metaheuristic algorithms of evolution-

ary computational processes that adapt the laws of biology,
namely Darwin’s theory of the evolution of living things,
which, in theory, is considered an adaptive heuristic search
process that focuses on evolution and selection in producing
generations with close diversity [14], [23]. This algorithm
is regarded as one of the best methods for optimizing
complex data based on mutations and natural selection. This

optimization combines the best individuals in each cluster to
produce a higher probability of better fitness outcomes than
proposed before. The processes on GA utilize crossover,
mutation, and elimination processes to create generations
with close diversity that are still considered the best indi-
viduals. This algorithm has its advantages in helping K-
Means grouping in the case of local minima because it has
the advantage of optimizing cluster centers [23]. The GA
algorithm is presented in Figure 5.
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Selection 
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No 
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Figure 5. Genetic algorithm flow

The steps of the GA flow according to Figure 5 include:

1) Generating the initial population: To find an initial
solution, this method involves randomly generating
the initial population.

2) To find an initial solution, this first population is
produced at random.

3) Fitness evaluation: This procedure involves figuring
out each chromosome’s fitness value and then as-
sessing each population until the stop criteria are
satisfied.

4) An Individual performance is assessed using a spe-
cific function as a basis for evaluation.

5) Individuals with low fitness values would have per-
ished during the course of nature’s evolution.

a) Selection: The process of choosing who will
be chosen for crossovering is known as the
selection process.

b) Crossover: Increasing string variety in a pop-
ulation is the goal of the crossover process.

c) Mutation: The process of altering the value of
one or more chromosomal genes is known as
mutation.
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6) The objective of the procedure is to reach the stop
criteria, which are utilized to end the GA process.
The outcome is the best answer that GA could find.

3. Result and Discussion
This section contains the results of the IWOKM-GA

experiment using the German Credit Dataset from Hamburg
University, Germany. The first step in the experiment is
initializing its parameters, i.e., maximum generation values
and total population, to get the best cost function. After
the value of the cost function is obtained by generating
variations in its parameters, the computational time to
produce this value is also recorded, taking into account the
value of the best cost function at the lowest computational
time.

Each variation of the Test Class has a Cost Function
value and results in its Computational time. The cost func-
tion value here will be a mean squared error (MSE) value to
measure the quality of prediction results when applying the
IWOKM-GA method. Measure the value of effectiveness
later by measuring computational time at various stages
of the iteration process that is needed and can be viewed
thoroughly. It can be concluded that the best value of the
cost function by considering the Computing Time, which
is a cost function with the maximum generation size and
total population, are both filled by the value of 5 with a
score of 2441.91. The smaller the cost function value, the
better the model, but because the distance between the cost
function value is not too considerable between the smallest
cost function and the selected model and the consideration
of the computation time obtained, the cost function with a
value of 2441.91 was chosen as the best result.

Figure 6 shows the Test Results I carried out with a
variation in the number of iterations as much as 5, with
the best cost from the range of 2300 − 2600. This test
uses MaxG5 PopSize5 variation, which means that the
maximum generation that can be produced is filled by a
value of 5, and the population size is filled by a value
of 5. MaxG5 PopSize10 means the maximum generation
that can be produced is filled by a value of 5, and the
population size is filled by 10. MaxG5 PopSize20 means
the maximum generation that can be produced is filled by
a value of 5, and the population size is filled by a value of
20. Based on Figure 6, the highest scores obtained use the
MaxG5 PopSize20 variation.

The second stage is carried out with a variation in the
number of iterations by ten, shown in Figure 7. This param-
eter goes hand in hand with other predefined parameters.
This test uses MaxG10 PopSize5 variation, which means
that the maximum generation that can be produced is filled
by a value of 10, and the population size is filled by a value
of 5. MaxG10 PopSize10 means the maximum generation
that can be produced is filled by a value of 10, and the
population size is filled by 10. MaxG10 PopSize20 means
the maximum generation that can be produced is filled by

 

Figure 6. Trial results I

a value of 10, and the population size is filled by a value
of 20. Based on Figure 7, the highest scores obtained use
the MaxG10 PopSize20 variation.

 

Figure 7. Trial results 2

The third stage is carried out with a variation in the
number of iterations by 20, shown in Figure 8.

 

Figure 8. Trial results 3

This parameter goes hand in hand with other predefined
parameters. This test uses MaxG20 PopSize5 variation,
which means that the maximum generation that can be
produced is filled by a value of 20, and the population
size is filled by a value of 5. MaxG20 PopSize10 means
the maximum generation that can be produced is filled
by a value of 20, and the population size is filled by
10. MaxG20 PopSize20 means the maximum generation
that can be produced is filled by a value of 20, and the
population size is filled by a value of 20. The cost function
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value distribution is at 2400 − 2500, with the lowest value
at 2400.51 and the highest at 2499.85. K-Means Results
Combined with GA This section describes the results of
clustering experiments using K-Means optimized by GA.
The following data are presented as a result of experiments
with two optimized parameters: the maximum generation
value and population size.

Based on the Table I presented as a result of this experi-
ment, the maximum number of generations and population,
both filled with a value of 20 in order to get the best cost
function result, taking into account the computational time
generated. This result was chosen as a result of the cost
function values being too far apart when compared to the
model with the fastest computation time.

TABLE I. Comparison of experiment results

IWOKM IWOKM+GAParameter Variation
Experiment Cost Function

Value
Compute

Time
Cost Function

Value
Compute

Time
MaxG5 PopSize5 2441.91 20.74 6825.13 0.12
MaxG5 PopSize10 2422.79 51.96 6684.24 0.25
MaxG5 PopSize20 2467.96 88.77 6512.86 0.48
MaxG10 PopSize5 2403.83 43.43 6634.39 0.25
MaxG10 PopSize10 2431.47 81.10 6509.82 0.45
MaxG10 PopSize20 2416.39 159.68 6515.44 0.95
MaxG20 PopSize5 2499.88 79.81 6709.58 0.46
MaxG20 PopSize10 2422.44 163.10 6478.72 0.89
MaxG20 PopSize10 2400.51 328.08 6411.39 1.90

Figure 9 shows the results of the IWOKMGA model
have the lowest cost function results with a value of
2400.51, almost tripled or can be stated to decrease nearly
60% from a value of 6411.39 to a value of 2400.51, when
compared to the K-Means model combined with the GA
because of the combined advantages of IWO to model
convergence and the ability of the GA to produce the best
generation along with the process of iterating into conver-
gence. On the other hand, this model is relatively slow for
computational time, with almost ten times larger computa-
tional time compared to K-Means models combined with
GA. Based on these results, the IWOKMGA model had a
lower cost function value than K-Means combined with the
GA.

Figure 9 visualized using a graph, shows the comparison
of the overall value of the Cost Fungtion Value between
IWOKMGA compared to KM+GA, where the cost function
results show that IWOKMGA is able to have a lower
Cost Fungtion value than KM+GA as a whole. So, from
the Cost Function Value results, the performance of the
IWOKMGA algorithm shows a significant decrease in the
cost function when the parameters are varied. This indicates
that IWOKMGA is able to adjust well to parameter changes
and produce more optimal clustering than the KM+GA
algorithm. In the iteration process, especially when the
number of clusters (k) increases, IWOKMGA consistently
provides the lowest cost function value. The performance
of the KM+GA algorithm shows a decrease in the cost
function, but the decrease is slower and better than the
IWOKMGA algorithm.

 

Figure 9. Cost function comparison

Figure 10 presents the performance comparison of the
two methods, IWOKMGA and KM+GA. This experiment
focuses on the variation of the MaxG5 parameter with
the population sizes chosen: popsize5, popsize10, and pop-
size20. The results of each experiment show that the cost
function value of KM+GA is always in the range of
[6512.86, 6825.13], which is much larger than the cost
function of IWOKMGA with a value in the range of
[2422.79, 2467.96].

 

Figure 10. MaxG5 Cost function comparison

Figure 11 presents a comparison of the results of the
MaxG10 parameter variation with the selected population
size popsize5, popsize10, and popsize20. The results show
that the cost function value of KM+GA has a minimum
value of 6509.82 and a maximum value of 6634.39, where
the minimum value of KM+GA is much greater than the
cost function of IWOKMGA with a minimum value of
2403.83 and a maximum value of 2431.47.
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Figure 11. MaxG10 Cost function comparison

Figure 12 presents a comparison of the results of the
MaxG10 parameter variation with the selected population
size popsize5, popsize 10, and popsize20. The results show
that the cost function value of KM+GA has a minimum
value of 6509.82 and a maximum value of 6634.39, where
the minimum value of KM+GA is much greater than the
cost function of IWOKMGA with a minimum value of
2403.83 and a maximum value of 2431.47.

 

Figure 12. MaxG20 Cost function comparison

Figure 13 shows the results of the IWOKMGA model
have the lowest cost function results with a value of
2400.51, almost tripled or can be stated to decrease nearly
60% from a value of 6411.39 to a value of 2400.51, when
compared to the K-Means model combined with the GA
because of the combined advantages of IWO to model
convergence and the ability of the GA to produce the best
generation along with the process of iterating into conver-
gence. On the other hand, this model is relatively slow for
computational time, with almost ten times larger computa-

tional time compared to K-Means models combined with
GA. Based on these results, the IWOKMGA model had a
lower cost function value than K-Means combined with the
GA.

 

Figure 13. Cost function value comparison results

4. Conclusion
This research mainly focuses on combining Improved

Weighted Optimized K-Means (IWOKM) clustering with
Genetic Algorithm (GA). The dataset used is banking data,
and the IWOKM combination algorithm is used to process
large quantitative data sets using GA optimization meth-
ods. This combination results in a grouping of data with
close genetic diversity. The research also seeks to optimize
the computational time used in the data grouping process
and improve the resulting diversity. The results showed
promising outcomes where the GA optimization process
helped IWOKM Clustering to find the best clustering results
with a Value Cost Function of 2400.51, almost three times
better compared to the K-Means model combined with
GA, with a computational time of 328.08 seconds. This
indicates that the IWOKMGA approach is not only effective
in producing high-quality clusters but also efficient in terms
of computation time.

Based on the promising results of this study, several
areas for future research can be identified to further im-
prove this method: Exploring hybrid models that combine
IWOKMGA with machine learning or other optimization
techniques to further improve clustering results and com-
putational efficiency. This future work will help to further
refine the IWOKMGA algorithm and explore its full poten-
tial, making it a powerful tool for clustering data sets across
various application domains.
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