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Abstract: In today's world, mobile phones are an essential part of many people's daily lives. With several smartphones to choose 

from, people are often confused about which smartphone will be best for their use. This study attempts to present an accurate and 

usable prediction model for real-life mobile phone reviews of individual users to improve the model's prediction accuracy. A review-

based prediction model is built on individual users' behavior and choice using machine learning. This data has been collected using 

web scraping tools like UiPath and the Python Beautiful Soup library from different websites, followed by data pre-processing. In 

this study, different Collaborative Filtering-based machine learning algorithms have been used and compared. The algorithms used 

include KNN based on individual items or individual users and an unsupervised SVD-based model. This has been demonstrated 

using UiPath Studio and the Druid AI chatbot. The Druid chatbot provides smartphone recommendations and data based on user 

input. Upon entering a smartphone name, a UiPath process is triggered, sending results back to the chatbot. This UiPath-based 

chatbot delivers specifications and recommendations. Future enhancements include broader product recommendations, improved 

user understanding through advanced NLP training, and an overall better user experience. Additionally, there will be a focus on 

incorporating user feedback to continuously refine and enhance the prediction model, ensuring it remains relevant and highly 

accurate. 

 

Keywords: Mobile Recommendation, Phones, Machine learning, KNN, collaborative filtering, SVD, NLP, chatbot, UiPath Studio, 

Druid AI 

 

1. INTRODUCTION  

The world is evolving rapidly in terms of technology 

nowadays. As far as today’s times are concerned, 

every day is a busy day and the most crucial deciding 

factors are time, cost and efficiency. With technology 

evolving each day, it is becoming difficult to 

understand each and every minor detail of any website 

or web application that is developed or being 

developed. 

Apart from understanding the complex user 

interface, the daily updates of every product also make 

it difficult to search for a particular product, analyze 

each and every specification of it and compare it on 

the website interface itself for final purchase. Plus, 

there is nothing over the e-commerce website or web 

application that recommends a particular product or 

a range of products that the customer should 

purchase at that very moment. In addition, it is also 

very difficult to analyze the fake products and filter 

them according to the current market situation. These 

are the features that the current e-commerce-based 

processes lack and can cause theft, cheating and 

misleading products trending over the web that the 

customer is unaware of. Manually taking care of all 

these activities is highly time consuming, tedious and 

can lead to inaccurate product recommendations and 

results. 

For solving this problem, the required product data 

needs to be extracted at one place from single or 

multiple websites and then further analysed to provide 

recommendations in terms of trend, cost and user 

reviews. All of this can be achieved faster by 

automating the specific e-commerce process. So 

‘which technology can be used to automate the 

process?’, ‘which algorithm provides the best 
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recommendations?’ and ‘How to demonstrate the 

process?’. All of these questions have been tried to 

answered in this study. 

2. PREVIOUS STUDY 

Author [1] have stated that recommender systems are 

computer programs that make product 

recommendations to customers based on a variety of 

factors. Recommender services are used by companies 

like Netflix, Amazon, and others to help their 

consumers locate the correct things or movies for 

them. TF-IDF and doc2vec are used to measure the film 

similarities using movie definition and keywords as 

inputs. For the first time, the film ranking 

experienced was used by users as input to the algorithm, 

and use of ‘K nearest neighbors’ as factorization of the 

matrix to estimate film scores for customers. Authors 

have discovered that collaboration works better than 

content. Predictive error and time filtering estimation. 

Authors [2] have stated that even as ages pass, the 

desire for new clothing persists. Everyone wishes to 

look and feel their best. As a result, authors have 

suggested an outfit recommender system that uses the 

KNN algorithm to recommend outfits based on user 

ratings. Here, authors attempting to decrease customer 

uncertainty about which outfit will go with their current 

clothing. The error occurs is low because the 

recommender system relies on the user’s description. 

Authors [3] have stated that individualized product 

recommendations are in high demand these days. The 

goal of this project is to develop a location-based 

agricultural product recommendation system that uses a 

unique KNN algorithm to ensure effective 

communication and transparency in agricultural trade 

marketing between buyers and sellers (farmers). The 

information provided by the farmers and buyers is 

dynamically recorded and updated in a database. Based 

on buyer desire, the recommender system suggests 

nearby suppliers and their agricultural products. The 

system’s performance is analysed. 

Authors [4] have focused on recommending books 

using the ‘k-nearest neighbor’ algorithm. A basic 

overview of various recommendation techniques like 

content based, collaborative and associative mining has 

been provided. The research explains each step 

systematically to its audience through a detailed process 

flow diagram. In the algorithm stage, after dataset 

factorization, the KNN is applied using Euclidean 

distance, cosine similarity and Pearson correlation 

methods to identify the item similarity. Then the 

association rules and frequent item set (Apriori 

algorithm) was used or identifying the frequently read 

books from the dataset. Finally, the research proposes 

that instead of the ‘Apriori mining’ algorithm, the 

Sparks ALS can also be used for more efficient data 

mining. Authors [5] have proposed the use of content-

based filtering using KNN for recommending movies. 

The problems in content-based filtering are mentioned 

and its prevention methods are also stated. The cosine 

theta angle is used to find the movie similarity score. 

Finally using the KNN, the nearest neighbour value is 

calculated for the list of movie recommendations the 

user. Hence, it was stated that cosine similarity provides 

a greater accuracy that other distance metrics and gives 

a lower time and space complexity as well. 

Authors [6] have proposed the restaurant 

recommender system based on cuisine search by the 

user. The recommender system has been developed 

using the KNN and MapReduce approach. The research 

addresses the issue of providing the restaurant 

recommendation based on user cuisines. Authors [7] 

have reviewed and provided a systematic analysis of 

different machine learning algorithms that can be used 

in recommender systems and provides a path for further 

research opportunities. It looks at ML algorithms that 

are not classified which results in difficult to choose an 

algorithm while implementing recommendation 

systems. So, this study provides a review on which 

algorithms are used in which applications and reviews 

the research in the same. Wro´blewska et al.  (2018) 

have demonstrated the process of building an artificial 

intelligence system which performs formal document 

processing tasks in different kinds of business 

processes. Authors [8] have reviewed how 

recommender systems works, which is an application of 

Artificial Intelligence; can predict large scale data as 

per the requirements. However, in this paper artificial 

intelligence is not mentioned using which 

recommendation systems can be greatly improved. 

Also, the study looks at the comparison between 

various algorithms and methods that have been 

reviewed and included by using bar graphs, tables and 

demonstrations. Authors [9] have surveyed how RPA 

with machine learning and other Intelligent processes is 

disrupting the different business processes. It looks at 

how business processes are improving with RPA, 

Machine Learning and AI. It also looks at the 

performance measures in RPA and ML in Business 

processes and how effectively they work. However, this 

study doesn’t assess whether RPA in business process 

provide the highest value. It also looks at the cost and 

time to implement RPA in a business process by 

analysing the tasks that can be automated and can be 

optimized with ML and AI. However there still need 

much work to be done in the field of AI with Robotic 

Process Automation [10] have described that AI and 

RPA will be Industrial Revolution 4.0 and this paper 



looks at and reviews RPA and AI techniques that can 

improve RPA processes in different organizational 

processes such as extraction, recognition, optimization 

and classification. The study describes AI techniques 

that are contributing to Industry 4.0 which are the most 

modern industries involved in revolutionizing today’s 

industrial processes and techniques. In conclusion this 

research investigates the different tools and provides an 

in-depth comparison and how it is contributing to 

Industry 4.0. 

Authors [11] have reviewed different research that 

has been happening in RPA and AI over the years and 

how it is implemented in each industry. This looks at 

different sectors where different IA methods are used 

and what benefits it offers’ gives a brief about where 

the research direction Is going and how it is affecting 

the industries. However, this doesn’t take into account 

the costs for each process and application of this 

technology. In conclusion a historic and a holistic 

review of IA applications has been done on various 

aspects and look to support futures research for 

different applications 

Authors [12] have investigated how RPA is being 

developed and with the onset of AI revolution RPA has 

become and ever important field for research and 

development. It looks at how demand for RPA tools 

have increased and vendors and organizations look for 

more and more RPA solutions. In conclusion it looks at 

how in future AI and RPA can be developed using Data 

driven approach toeplace repetitive tasks that can be 

done only by humans. Auth et al. (2019) have 

attempted a study about RPA and enterprise 

architectures affect each other and what needs to be 

done in future to improve this relation. It looks as how 

enterprises look at RPA with high expectations in 

regards to automation but with this enterprise’s 

architectures need to be changed depending on 

complexity of the RPA tasks. Finally, the paper looks at 

how RPA influences and impacts EA design and 

implementation and where further research need to be 

done for its optimization and many questions that arise 

from this need to be answered. 

Authors [13] have compared how RPA with AI 

applied to education in regards to create a new kind of 

robot teacher. The study demonstrates this by 

developing a robot teacher by using RPA, AI and 

computer vision. In this paper a prototype robotic 

teacher has been developed and demonstrated to 

support the student teach education process. Finally, the 

paper demonstrates this using a video demonstration 

and using images from students and their experience. 

However due to limited literature in RPA in this field 

the potential for further research is high and this paper 

provides a baseline and feasibility of such a technology 

in education. 

Authors [15] has done a comparative study in the 

different RPA tool that are available in the market such 

as UiPath, Automation Anywhere and Blue Prism. It 

looks at how RPA is being develop and how it will lead 

to industry 4.0 revolution.In order to implement RPA 

various tools are being develop and this paper does a 

comparative study of the same. In conclusion this paper 

looks at where each tool can be helpful in the industry 

and how these tools are revolutionizing RPA and giving 

users the power to automate with very little coding. 

Authors [14] have studied a user preference/voting 

based smartphone recommendation system. They have 

used a dataset with user preference was used and model 

with user preferences and actual weights of different 

phones was trained to group the mobile phone users 

according to interests. The phones were clustered using 

type of phones based on weights obtained from 

attributes linked to the voting by users. They did a 

controlled experiment with 1000 users and gather the 

information online. In conclusion of the paper the 

proposed systems gave better recommendation to users 

that the equal weight-based benchmarks systems. 

Authors [16] have determined that the noisy data in 

current mobile phone datasets due to different factors 

can give bad accuracy when trained due to over fitting 

problems. To address this issue, they have proposed a 

robust model for real life data of users in order to 

improve accuracy of the model. They have handled the 

data by removing noisy instances by using a dynamic 

noise threshold using na¨ıve bias classifier. They use 

decision tree machine learning algorithm to build the 

prediction model. Their experiment results are very 

accurate on real life mobile datasets of different user 

and have a good accuracy and precision. Many 

businesses offer a variety of items in a highly 

competitive high-end product market to vie for market 

share in various sectors. Consumers struggle to 

compare and select the best items because of the 

abundance of competitive product alternatives and the 

wealth of available information. Most of a product’s 

features must satisfy customer needs for it to be 

successful. Consumer perception ratings of product 

features are difficult to quantify and forecast [17] 

The recommender systems can be broadly classified 

as memory-based and model-based. The memory based 

accesses the database directly. On the other hand, the 

model-based approach leverages the transaction data to 

build a model that can produce recommendations. 

Several implications can be drawn from the memory-

based approach and model-based collaborative filtering 

experiment: A study was carried out by [18] to compare 



memory-based versus model-based collaborative 

filtering on software libraries. The findings of the study 

demonstrate that the memory-based strategy excels in 

two areas: precision and recall. 

 The advent of social commerce has been rendered 

obsolete   by   the   introduction   and rapid 

development of digital computing and cell phones (S-

commerce). The authors [19] revealed that using the 

built application, the social commerce construct, which 

includes ratings and reviews, forums and communities, 

as well as suggestions and referrals, had various effects 

on customer purchase intentions. Authors from [20] 

frequently consider the advantages and disadvantages 

of a choice while consulting close friends and family 

for guidance. Finding the proper product, however, has 

become a difficult task in today’s fast-paced modern 

world. Various algorithms, and their hybrid 

combinations have been discussed by the authors to 

make the recommendation system strong. Like Feature 

selection, various clustering techniques, neural 

networks, principal component analysis etc. 

Author [21] describe that in order to give users more 

options, different cellphones have varying 

specifications. Budget, brand, camera, storage, and 

many other factors are typically taken into account by 

smartphone consumers. But because all of these criteria 

must be taken into account, purchasers of smartphones 

could find it difficult to express their preferences 

precisely and to compare their preferences for different 

smartphone features. A progressive web application 

(PWA) was the project goal. The project’s functionality 

testing demonstrated that the system successfully 

recommends three cell phones with an accuracy rate of 

85% based on user preferences, achieving the project’s 

goal. A subclass of machine learning systems called 

recommender systems uses complex information 

filtering techniques to speed up user searches and offer 

the most pertinent content [22].  

 Consumers typically look for products based on their 

categories and visit stores that sell such products, such 

as supermarkets for food or stationary stores for pencils. 

In the study, the authors [23] rated the Where2Buy 

shopbot app system for smartphones, which can find 

and filter local stores that provide the needed goods. 

Our system supports voice or text searches to 

streamline the input process, and fuzzy matching is 

supported to broaden the search parameters. Compared 

to the other Hong Kong shopbots, Where2Buy is 

preferred by more than half of the participants. [24] The 

goal of the context-aware idea is to close the 

communication gap between users and information 

systems so that the latter actively comprehend user 

context and requirements. In order to create context-

aware recommendation systems, this study merges the 

notion of context-awareness with association 

algorithms (CARS). According to the user’s desired 

product functional criteria, the study [25] uses the 

product characteristics and product reviews to 

recommend products. Ontologies map out the 

relationships among functional needs, product 

characteristics (specifications), and user perceptions of 

those features. Recommendations and justifications 

discovered by exploring ontology’s semantic relations. 

Authors [26] in their paper, the authors came to the 

conclusion that standard recommendations used in 

browsing activity records performed poorly. 

DPRMBDMU, a novel recommendation model that can 

analyse a mobile user’s browsing data to determine 

their interests while also satisfying differential privacy, 

was proposed based on the conclusion and differential 

privacy. Lastly, the authors demonstrated that 

DPRMBDMU ensures -differential privacy by using 

real datasets to confirm the model’s effectiveness. 

Based on the findings, we suggested the DPRMBDMU 

recommendation model, which effectively provides 

personalised recommendations based on mobile users’ 

browsing habits while also ensuring the security of their 

data. The outcome of the trial confirms that 

DPRMBDMU is more effective than the conventional 

recommendation algorithm based on mobile users’ 

browsing patterns. As per authors from [27] the 

smartphone business is expanding in prominence and is 

seen as a lucrative sector in Malaysia as a result of the 

country’s growing smartphone usage trend. It is 

obvious that the current mobile phone models on the 

market today offer more than simply call-and-text 

capabilities; they also have a variety of practical 

features like photo-taking, voice-recording, file-

organizing, and similar capabilities, making them 

popular among regular customers to own. Because of 

this, it is crucial for academics and marketers to 

comprehend the underlying causes and effects of this 

smartphone dependency issue in order to comprehend 

customer behavior [28]. 

In order to maintain smartphone sales and its market 

share, it is crucial for marketers to comprehend how 

dependent customers are on smartphone usage. This 

study was conducted to better understand the critical 

variables that can affect smartphone usage dependence 

and the potential consequences of dependence on 

purchase behaviour. This was accomplished by using 

the Theory of Uses and Gratification to justify and 

explain the causes that drive people’s dependence on 

smartphones and the Theory of Media Dependence to 

clarify dependence and purchase patterns. The 

motivation for using smartphones was suggested [29] to 



cause dependency on them based on the pleasure 

theory. It was then suggested that entertainment, social 

needs, social influence, and convenience were the 

precursors to smartphone dependence. This is 

consistent with [30] assertion that the Malaysian 

smartphone market remained in its developing stage 

and that customers were still primarily using their 

cellphones for social interaction and search. 

Nonetheless, [31] have claimed that Malaysians still 

favour using a laptop or personal computer. 

According to [32], dependence on smartphones 

would undoubtedly rise when the benefits of 

smartphones were highly perceived and valued. As the 

market develops, it is anticipated that consumers will 

become increasingly dependent on smartphone usage, 

which will affect their purchasing decisions in the 

future. This could aid local smartphone marketers in 

promoting, advertising, and selling their product in the 

region. Authors claim that [33][25] when a customer 

plans to purchase a high-tech item with complicated   

functions, such as a smartphone, notebook, camera, PC, 

car, server, etc., they frequently find it challenging to 

express what they need. This is due to the fact that the 

majority of people are unfamiliar with the technical 

aspects of these product categories [34]. Nonetheless, 

while collecting user requirements, the majority of 

recommender systems that have been built still make 

direct reference to product characteristics. In order to 

create more accurate recommendations, this study [35] 

suggests a novel method for product recommendations 

based on functional requirements of the product. The 

suggested strategy makes use of a mapping between 

functional requirements, component products, and 

component supporting features [36]. 

The authors have [37][38][39] gather details about 

the objects’ descriptions and customer evaluations from 

open websites, then apply sentiment analysis techniques 

to model the similarities at the user- and item-levels, 

respectively. Authors [40] have conducted a study on 

One hundred university students. They participated in a 

poll, and the results showed that price, Random Access 

Memory (RAM), CPU, internal memory, and camera 

were the most important factors in choosing a 

smartphone. Authors have discussed that [41] 

information retrieval in mobile devices depends on a 

number of variables, including the device’s location, 

screen size, and CPU speed. In addition to providing a 

more thorough explanation of the difficulties 

encountered, this paper [42] provides an overview of 

the technologies connected to mobile recommender 

systems. 

Authors have illustrated [43][44][45] a genetic 

algorithm (GA)-based strategy; for improving the 

smartphone’s recommendation system was put forth. 

To ensure that the consumer may utilise it across 

various platforms, it is implemented using a progressive 

web application (PWA) platform [46][47]. 

3. PROBLEM  STATEMENT 

In today’s time phones   have   become   an   

important part of everyone’s daily life where everyone 

uses them for communication, entertainment, work and 

education. Smartphones is the literal definition of the 

world in pockets. Those who own a smartphone can no 

longer imaging living without one. India is also the 

second ranked country in terms of average time spent 

on mobile websites among users in Asia pacific. There 

are around 74.8 crore smartphone users in India in 2020 

and will increase to 93.10 crore by 2022. Also, about 

13.4 crore smartphones were sold across India in the 

year 2017 and is estimated to increase to about 44.2 

crores in 2022 [48] as shown in Figure 2. Also, over 

time the combination of very high sales volumes and 

smartphone consumer behaviour in India has made it a 

very attractive market for foreign vendors. Also, 

worldwide smartphone users are increasing and is 

estimated to reach 7.516 billion by 2026 [49] as shown 

in Figure 1. As per Consumer behaviour, 97% of 

consumers turn to a search engine when they are buying 

a product vs. 15% who turn to social media. If a seller 

succeeds to publish smartphones based on user’s 

behaviour/choice at the right place, there are 90% 

chances that user will enquire for the same. 

Although mobile phones in today’s time have many 

features in common in terms of hardware and software, 

manufacturers are still trying to bring uniqueness to 

their products by adding some more new features to the 

existing features. This has made the mobile 

development a challenge and manufacturers welcome 

the challenge with a great set of innovative designs. The 

growing number of brands and models created the 

fierce market competition. Therefore, it is inevitable to 

research and implement new innovations and design 

and at the same time it is also desirable to know the 

trending thoughts of potential customers. Therefore, the 

aim of this research paper is to compare different 

machine learning algorithms and build an accurate 

smartphone recommendation system based on 

individual consumer’s behaviour or choice. 

 



 

Figure 1. Number of smartphone users from 2016 to 2027 (in 

millions) (S. O'Dea, 2022) 

Figure 2. Number of smartphone users in India in 2010 to 2020, 

with estimates until 2040(in millions) (Sun, 2021) 

4. RESEARCH  METHODOLOGY 

In this research various methods and techniques were 
used to compare different machine learning algorithms 
and the steps in involved in the research are shown in 
figure 3. These steps involve data collection, data pre-
processing, model building and implementation using 
different methods and processes. 

Various tools such as Jupiter notebook, python, UiPath 
Studio and Druid AI chat bot were used for these 
processes. The figure 3 shows the various steps involved 
in conduction the necessary steps to procure smartphone 
data and model building and training on the processed 
data. Then the steps for integrating the smartphone 
recommendation model in UiPath and Druid AI chatbot 
for demonstrating the results in a user-friendly format 

 

5. RESEARCH  STEPS 

A. Data Mining 
In this step latest smartphone data was collected using 

python script from “91mobile.com” website using python 
web scraping methods such as beautiful soup and 
requests. The data about smartphones such as name, 
price, reviews, no of reviews and URL was collected and 
stored in a csv file. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Proposed Smartphone Recommendation Model 

B. Data Cleaning and Analysis 
In this step the mined data was cleaned and cleaning 

was done on the data such as removing unknown and 
missing values. Then the smartphone data was analysed 
using pandas and NumPy. Based on the data the best 
attributes were selected to train the model. Attributes 
such as price, review count and ratings were used to 
train the model. 

C. Model Building and Testing 

In this step based on the data analysis attributes were 

selected for training and models were built using 

different algorithms such as KNN user based, KNN item 

based and SVD. And once the models were built, the 

models were compared on different parameters such as 

RMSE score and wait time for getting the smartphone 

recommendations for different models. And based on 

that a new hybrid model was implemented to get the 

smartphone recommendations and was demonstrated 

using a chatbot in next step. 

D. UiPath and Druid Ai chatbot Integration 

Once the model is trained and tested the model is 

saved in a “sav” file, which is a statistics data file format 

for saving the trained model. This is done using ‘Joblib’ 

which is a part of the SciPy ecosystem and provides 



utilities for pipelining Python jobs. It provides utilities 

for saving and loading Python objects that make use of 

NumPy data structures efficiently. This proves to be 

useful for some machine learning algorithms that 

require a lot of parameters or store the entire dataset like 

‘K-Nearest Neighbor’ algorithms. The saved model is 

then loaded into a python file which is used in UiPath to 

which takes smartphone name as input and gives 

recommendations as output. 

Then we integrate the UiPath process with druid chatbot 

so that when the user interacts with the chatbot the 

UiPath process gets executed in the backend and sends 

the results back to the Druid AI chatbot. The chatbot 

then shows the output to the user and the output can be 

characterized as smartphone recommendations or 

smartphone specification based on the user input. The 

flow of steps in Druid AI chatbot and UiPath Studio are:  

• Druid Workflow Steps:- 

I: When the user accesses the chatbot and enters 

something that the chatbot understands like “get phone 

data”, “phone info” etc. The chatbot process is triggered 

and the chatbot asks the user to select one of the options 

from the two options i.e., “Phone Recommendations” 

and “Phone data”. And once the user selects the desired 

option above the next step is triggered. 

II: If the user selects phone recommendations or 

enters input such as give me “phone recommendations” 

this step is triggered and the chatbot asks the user for 

phone name and sends the phone name to the UiPath 

process using webhooks and the appropriate UiPath 

process gets executed and sends the phone 

recommendations back to the chatbot and it is displayed 

to the user. 

III: And if the user selects phone data in 1st 

step or enters input such as give me “phone 

specifications” this step is triggered and the chatbot asks 

the user for phone name and sends the phone name to the 

UiPath process and then the escarping method gets 

executed and collects the phone specifications. Once the 

UiPath process ends it sends back the phone 

specifications to the chatbot and the phone specifications 

are displayed to the user. 

• UiPath Workflow Steps:- 

I: Firstly, if the user input from chatbot is to get 

Phone Recommendations then the saved smartphone 

recommendation machine learning model in the python 

script is executed in UiPath with phone name as input 

else if the   user input is Phone specifications, then 

the web scraping feature of UiPath is used to collect 

smartphone specifications from “91mobiles.com”. And 

phone specifications such as price, ram, processors, 

battery, camera and display are collected and saved if the 

phone exists. 

II: Then the output of the python script for 

smartphone recommendations or the collected phone 

specifications form web scraping is sent back to the 

chatbot using webhooks to display the information back 

to the user in the Druid AI chatbot. 

 

6. MATERIALS AND METHODS 

A. KNN Algorithm 

The KNN algorithm has been used and performs a 

similarity check of the various smartphones based on 

the provided dataset and is expected to give back the 

smartphone recommendations. For the 

recommendation within KNN, the collaborative 

filtering technique has been used in the research 

project. Using the available data points from the 

connected dataset, the algorithm is used to classify a 

new data point based on the similarity which is 

categorized in two techniques i.e., user-based 

recommendations and item-based recommendations. 

B. Content-based filtering 

These methods use a set of distinct qualities of 

an item to suggest other items with comparable 

features. Also, Recommender systems prove to be a 

good alternative to search algorithms since they assist 

people in find things that might not have discovered 

otherwise. It’s worth noting that recommender systems 

are frequently deployed with search engines that index 

non-traditional data. There are several recommender 

systems that have been employed in the creation of 

machines, including content-based, collaborative, and 

hybrid techniques (combining the above two 

approaches). 

C. Collaborative filtering 

The collaborative filtering approach collects and 

analyses data based on user behaviours, preferences, or 

activities, and then predicts what users would like 

based on their commonalities with other users. It is 

based on the notion that people who have previously 

agreed will have similar tastes in the future. This 

technique is based on the user item interaction. So, 

in this it assumes the past product ratings and predicts 

the similar kind of products for the future. The system 

generates recommendations using only information 

about the ratings for different smartphones in this 

case. Collaborative filtering is one of the base 

methods in the field of information retrieval and 

filtering. 

D. UIPath Studio 



For the development of the RPA process workflow 

the tool which has been used is the UiPath Studio 

(2021) [50] here. The community version of the tool 

has been used for the process development. The user 

interface of UiPath is simple to understand as 

compared to its counterparts making complex 

processes easier to automate in less time. Apart from 

basic programming knowledge, no unique skill set is 

required to use UiPath studio. The tool allows creation 

of blank projects using the blank process function. 

Inside the blank process the user can create a sequence 

or flowchart of steps for creating an automation 

process. This tool along with python has been used for 

data mining using web scraping. The python script has 

been integrated within the UiPath process to get the 

additional functionalities of automation. This tool has 

also been used to integrate with Druid AI for backend 

process to create predictions based on input and 

send the output to the chatbot. 

E. UiPath Cloud Orchestrator 

It allows us to collect, manage, analyse, operate, 

scale and deploy various kinds of automation 

processes in just a matter of seconds. The automation 

cloud orchestrator proves to be an integral component 

while dealing with its integration with the druid 

environment. The UiPath python process has been 

uploaded on the automation cloud as a package. 

Further, the default tenant API Access credentials have 

been passed to the druid chatbot using the orchestrator 

tenant settings. The UiPath cloud orchestrator (2021) 

[51] is connected to Druid Ai chatbot [52] using 

webhooks for API calls. Webhooks also allow external 

systems to subscribe and listen to different types of 

Orchestrator events in UiPath. This is used to send and 

retrieve data and notifications to and from the cloud 

platform. 

F. Druid Ai Oxygen platform 

Druid AI (2021) is an NLP based chatbot platform 

that has been used to deploy chatbots. In this research 

project it is used to demonstrate the smartphone 

recommendation model. Various types of druid 

customizations have been performed in the research 

project like creating a new druid bot, importing 

various types of solutions required for the 

recommendation chatbot and training the bot using 

NLP. Conversation flows have also been created using 

drag and drop into a single diagram through the 

imported solutions. Finally, the Orchestrator API 

Access credentials have been passed in the druid 

chatbot settings which acts as the druid connector. 

7. DATASET ANALYSIS 

In this study, the user-reviews dataset that was 

collected using automated data collection using tools 

like python beau- tiful soup and UiPath web scraping. 

It contains 14,15,133 rows which contain ratings data 

and 11 columns. In this data the ratings are on a scale 

from 1 to 10. In this the dataset there are six files 

which contain part of the 14,15,133 rows in each file. 

In the dataset there is a list of ratings that users have 

given to different smartphones on different websites. 

In this dataset there are a range of examples where 

users have given ratings to different smartphones and 

multiple users have given multiple reviews on various 

websites. 

The vast majority of the ratings are 10 and it has an 

un- even distribution. The most ratings are from users 

that are anonymous and. This dataset has 11 columns, 

Data Type and Value range/format as shown in Table 

1. Firstly, since there’s a lot of unwanted data, data 

cleaning and analysis is done and then the task is to 

visualize and combine the dataset before training 

based on KNN algorithm and testing. Further different 

attributes will be applied on KNN and also applied on 

collaborative filtering using SVD and compare the 

outcomes of each mode. Firstly, the values and data 

types for each attribute has been checked in the 

dataset. And then checked for Missing and Null Values 

and Check for Unique Values. 

Looking at the Data in Figure 4 and 5 following steps 

are applied for data cleaning: 

 

1. Remove irrelevant features 

2. Round-off score feature to nearest integer 

3. Impute missing values in score feature with median 

4. Remove samples with missing values in 'Product' and 

'author' feature and also 'Anonymous'  

5. Remove duplicates, if any 

 

 

 

 

 

 

 

 

 

 

 



Table 1 Attribute Description Table 

 

Sr.no 

Attribute Description Data 

Type 

Value- 

Range/ 

Format 

1. Phone_url Link to 

website 

String - 

2. Date Date of 
review 

Date - 

3. Language Language of 

review 

String In ISO 

639 

4. Country Country of 
review 

String In ISO 
639 

5. Source Website 

source name 

String - 

6. Domain Main 

website link 

String - 

7. Score Rating by 

user 

Float64 0.2-10 

8. Score_max Max rating Float64 0-10 

9. Extract Review 
description 

String - 

10. Author Name of 

person who 

gave the 
review 

String - 

11. Product Name of the 

product 

String - 

Figure 4. Count of Missing Values 

Figure 5. Unique Value Count 

In this study the distribution of data in terms of 

number of reviews per phone and number of reviews per 

customer distribution is shown in Figure 6,7 and 8. 

Figure 8 and 9 shows the score distribution given by 

users for different smartphones before and after 

cleaning. Names like ’Anonymous’, ’unknown’, 

’Amazon Customer’, ’Cliente Amazon’, ’e-bit’, ’Client 

d’Amazon’, ’Amazon Kunde’, ’Anonymous ’, ’einer 

Kundin’, ’einem Kunden’ can be interpreted in the 

same way i.e., an ’unknown customer’ as shown in 

Figure 8. After replacing Anonymous data, the 

distribution is shown in Figure 8 

 

 
Figure 6. Most Rated Phones 

 

The Figures 9 and 10 describe the number of reviews 

per score mark. There is a very uneven distribution in 

each table and in this study the data is handled by find 

outliers and cleaning the data before training and testing. 

 

 

 

 

 

 
 

Figure 7. Distribution of number of ratings/users before Cleaning 
 



 
 

Figure 9. Distribution of number of ratings/users After Cleaning 

 

 

 
Figure 9. Score Distribution 

 

 
 

Figure 10. Score Distribution 

8. DATASET DSCRIPTION 

After data analysis and cleaning, data splitting and 
training is done on the data using the different algorithms. 
The data was split into 25% Test set and 75% Training 
set. The data was trained on three different algorithms 
that is KNN with means for item-based reviews, KNN 
with means for user-based reviews and collaborative 
filtering using SVD. For KNN with means user-based k 
value of 50 was used and sim options were “pearson-
baseline” and “user-based” for training. And for KNN 
with means item-based k value of 50 and sim options 

were “pearson-baseline” and “item-based” for training. 
And default values were used for SVD using 
Collaborative filtering. After training, the model was 
saved using the ‘Joblib’ library in Python for later usage 
in UiPath and Druid chatbot for running the code and 
displaying the output in a user-friendly format. 

9. MODEL TESTING 

In this study we are testing the RMSE and wait 
time for the smartphone recommendation models based 
on different algorithms. The Figures 11,12 and 13 show 
the true ratings vs predicted ratings for the different 
models for the test users. Table 2 shows the predicted 
ratings by different algorithms and Actual ratings given 
by the test users to the different phones and shows 
the prediction error for the different algorithms. 

 

Figure 11. Average Rating for SVD Based Model 
 

 

 
Figure 12 Average Rating for KNN (Item Based) Model 



 
Figure 13. Average Rating for KNN (User Based) Model 

 

Table 2 shows the predicted ratings by different 

algorithms and Actual ratings given by the test users to 

the different phones and shows the prediction error for 

the different algorithms. 

 
Table 2 Model testing Comparison 

Algorithm/ 

Average 

Rating for 

Test Users 

SVD 
KNN (item 

Based) 

KNN (User 

Based) 

Predicted  
7.9726237 
75829122 

7.9506137 
669598775 

7.9441834 
91508518 

Actual 
8.0088602 

8725984 

8.0088602 

8725984 

8.0088602 

8725984 

Prediction 

Error 

2.1812320 

082481746 

2.1396308 

23272711 

2.1288921 

12093161 

 

10. RESULT AND DISCUSSION 

The experimental and result analysis was done using 
python with the python scikit-surprise library to 
implement the proposed algorithm. For this, phone review 
records from people with real names was only used and 
anonymous data was removed. Also, products having ¿50 
ratings and users who have given ¿ 50 ratings been only 
considered. The total number of rows and columns in the 
final dataset were 85773 x 3. Input data was first 
transformed before being used as an input to the training 
of the different machine learning models. Figure 16 
shows the comparison between mean ratings vs rating 
count for highest rated 50 phones in the dataset. 

Firstly, CF SVD based model was tested. The 
accuracy measure of the model was tested using Root 
Mean Square Error (RMSE). The input data was then 
trained on KNN algorithm using item-based 
recommendation model and then tested using RMSE. 
Lastly, the input data was trained on KNN algorithm 
using user-based recommendation model and then tested 
using RMSE. 

Figure 14. RMSE score comparison between the models 

 

 

 

 

 

 

 

 

 

 

 
Figure 15. Wait Time and RMSE Comparison 

 

The wait time and RMSE score graphs for different 
models is shown in Figure 14 and 15 and values in Table 
3. Measures in Table 3 shows that the best algorithm with 
the least waiting time and good RMSE is KNN (User 
based model) 



 

Figure 16. Comparison between mean ratings vs rating count for highest 50 phone 

 

Table 3 Model Comparison 

Score/Algorithm SVD 
KNN (item 

based) 

KNN 

(user 

based) 

RMSE 2.87 2.75 2.77 

Wait Time (in 

seconds) 
11.8 12 9.73 

11. CHATBOAT OUTPUT 

The Figures 17 and 18 illustrates the output of the 
chatbot when the user provides an input and enters the 
smartphone name and based on the smartphone input 
recommendations and related phones details are shown 
back to the user. In the chatbot a hybrid model was 
implemented using KNN user and item-based models. 

 

Figure 17.  Final output recommendations 

 

 

 

Figure 18.  Final output Phone Specs 

12. CONCLUSION 

To summarize the most popular phone (rated 10 by 
highest number of people) was Overall Verykool t742 
and amongst top users it was Doogee y6. Overall data 
is highly skewed towards ’Amazon customers’ from 
different countries. This may also be because ’Amazon’ 
is the biggest trader for phones in the world. Although 
correct ’user’ names from ’Amazon’ should have used. 
Most of the authors have given the rating of ’10’ or ’8’. 
Both KNN (item-based) and KNN (user-based) and 
SVD have roughly similar RMSE. However, KNN 
using user-based ratings has less wait time and overall 
better performance and accuracy compared to all other 
dataset. 

The proposed recommendation system acts as a 
perfect decision-making system since current research 
uses a robust smartphone dataset and performed 
various analysis and data pre-processing on it. Then it 
recommends a list of smartphones for each particular 
user that have given reviews to different phones. The 
comparison between algorithms was done and base on 
priority these algorithms can be deployed on factors 
such as wait time and accuracy. Different machine 
learning concepts like RMSE are used to test the data 
and provides an accuracy test. Hence, KNN proves to 
be an efficient Collaborative filtering algorithm in 



recommending Smartphones. Finally, this model can be 
further improved by using the sentiment analysis and 
Natural language processing by analysing the 
description of the reviews written by users and not just 
user rating. Further tuning can be done based on 
different requirement and scenarios and the smartphone 
recommendation tool can be game changer in the future 
of smartphone marketing. 

Here the Druid chatbot is giving recommendations 

and data regarding smartphones that is entered by the 

user. Once the user enters the smartphone name, the 

UiPath process is getting triggered and the output is 

sent back to the chatbot for the user to see. Finally, the 

UiPath process based chatbot has been used to get not 

only the smartphone specifications but also 

recommendations based on the smartphone model 

typed by the user in the chatbot. In future more 

integrations can be added to give recommendations 

about a variety of different products. And with more 

NLP training, the chatbot will be able to understand the 

user better regarding his/her requirements. 
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