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Abstract: The Jambi Regional Police Department (Polda Jambi) has introduced an innovative system for managing public complaints 
via WhatsApp. However, this implementation faces challenges due to the manual documentation process, leading to poorly documented 
and inaccurate complaints. To address these issues, this study proposes the development of a text mining-based system utilizing deep 
learning to facilitate the accurate categorization of public complaints, thereby streamlining the police's processing of these reports. 
Deep learning, specifically through Convolutional Neural Networks (CNN) and Bidirectional Long Short-Term Memory (BiLSTM), 
offers a robust framework for learning patterns from complaint data. This study develops and optimizes a CNN-BiLSTM architecture, 
involving the adjustment of layer configurations and the application of early stopping techniques to prevent overfitting. The proposed 
architecture is tested on two datasets: public complaints submitted to the Indonesian National Police via WhatsApp and Tweets from 
social media X. Experimental results indicate high performance across both datasets, with the architecture achieving a peak accuracy 
of 99% on the police data and 79% on the Twitter data. The highest-performing model is then integrated into a graphical user interface 
(GUI) using Streamlit, enabling the efficient and accurate classification of public complaints. This system demonstrates significant 
potential for enhancing the efficiency and accuracy of complaint management processes within law enforcement agencies. The findings 
suggest that integrating advanced deep learning techniques into public complaint systems can substantially improve the documentation 
and categorization of complaints, providing a scalable solution for law enforcement operations.  
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1. INTRODUCTION  
The policy of the Indonesian National Police to 

implement an online complaint system via WhatsApp is 
commendable. This system enables the public to report 
crimes or incidents more swiftly. However, the police face 
challenges in processing these complaints. The incoming 
complaints are not pre-filtered, necessitating manual 
filtering to categorize them appropriately. Therefore, a 
more efficient system is needed to address these issues, 
enhancing the effectiveness and efficiency of police 
operations. 

To solve the problem, one attempt is to use data science. 
Data science is the study of the volume of data, using 
modern techniques to find invisible patterns, obtain 
meaningful information, and make business decisions with 
that information [1]. The data science applied can help in 
the classification of the type of public report. Deep learning 

is a part of machine learning with the function of training 
basic human instincts on computers using computer 
algorithms [2][3]. Deep learning has two approaches: 
generative architecture and discriminative architecture [4]. 
The proposed research will employ discriminatory 
architecture, as it necessitates the labeling of datasets prior 
to classification [5]. This research has a foundation in the 
development of deep learning architecture, which is based 
on some previous research. 

The CNN (Convolutional Neural Network) algorithm 
is used to classify public sentiment; the labels used to do 
the classification are negative, positive, and neutral. The 
results of this study obtained an accuracy of 87% [6]. Then 
another algorithm, BiLSTM (Bidirectional Long Short-
Term Memory), is also used to carry out sentiment analysis 
using two labels, namely positive and negative. The results 
obtained in this algorithm with LSTM are 84% [7]. Several 
researchers then hybridised these two algorithms to create 
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CNN-BiLSTM. This hybrid was carried out to analyze 
sentiment analysis using word embedding Glove. The 
labels used are positive, negative, and neutral. The results 
using this hybrid give an accuracy of 95.65 [8]. Then the 
research also carried out sentiment analysis using CNN-
BiLSTM. The resulting accuracy is quite good, namely, 
90.66% [9]. 

This research, which is based on several previous 
studies, will carry out various tests on WhatsApp data from 
community reports. The researchers developed CNN, 
BiLSTM, and hybrid CNN-BiLSTM. In this study, 
word2vec is used as the word embedding. Apart from that, 
this research also uses SMOTE (Synthetic Minority 
Oversampling Technique) to overcome the problem of 
class imbalance [10]. The research then uses preprocessing 
to better prepare the data [11]. 

The development involves adding several layers to 
increase accuracy. In addition, this research employs early 
stopping as a strategy to combat overfitting [12]. With the 
development carried out, it is hoped that it will be able to 
increase the accuracy of both the CNN, BiLSTM, and 
hybrid CNN - BiLSTM algorithms.  

 

2. RELATED STUDY 
The research carried out is a development of previous 

research. Each research on CNN-BiLSTM has a different 
architecture. Table 1 is the architecture developed by 
previous research. 

TABLE I.  DIFFERENCES WITH PREVIOUS AND DEVELOPED 
ARCHITECTURE 

Researcher Architecture Accuracy 

[13] 

Input à Word Embedding à BiLSTM 
à CNN à Max-Pooling à CNN à 
Max-Pooling à CNN à Max-Pooling 
à Dense à Dense  à Output 

77.49% 

[14] 

Input Convolution + Relu à 
Convolution + Relu àMax Pool à 
Flatten à BiLSTM à Fully Connected 
Dense Layer à Output  

98.64% 

[15] 

Input à Preprocessing à Word 
embedding à CNN à Max Pooling à 
Fully Connected Layer à BiLSTM à 
Dense à Sigmoid à Accuracy 

92.85% 

[16] 
Input à Word Embedding à CNN à 
Max Pooling1d à BiLSTMà Dense à 
Dropout à Dense à Output 

87% 

[17] 
Input à Word Embedding à Conv à 
Pool à Conv à Pool à Conv à Pool 
à Fully Connected à Output 

70.2% 

This Study 

Input à Labelling à SMOTE à Pre-
Processing à Word Embedding 
(word2vec) à 1D Conv à Max-Polling 
à 1D Conv à Max-Polling à Flatten 
à Dropout à Fully Connected à 
BiLSTM à Dropout à BiLSTM à 

- 

Dropout à Fully Connected à softmax 
à early Stopping 

 

The architectural differences highlighted in Table 1 
show the evolution of CNN-BiLSTM models over various 
studies. Each architecture incorporates unique 
configurations and layer sequences to enhance 
performance and address specific challenges in processing 
and analyzing sequential data, such as text. 

Research [13] utilized a combination of BiLSTM and 
multiple CNN layers with max-pooling, followed by dense 
layers. This approach achieved an accuracy of 77.49%. 
Research [14] implemented a dual convolutional layer with 
ReLU activation, followed by max pooling, flattening, and 
a BiLSTM layer. This model reached an accuracy of 
98.64%. Research [15] incorporated preprocessing, word 
embedding, CNN with max pooling, a fully connected 
layer, and a BiLSTM layer with a sigmoid activation 
function. This study achieved 92.85% accuracy. Research 
[16] employed a straightforward approach with word 
embedding, CNN, max pooling, BiLSTM, and dropout 
layers, achieving an accuracy of 87%. Research [17] used 
multiple convolution and pooling layers followed by a fully 
connected output layer, resulting in 70.2% accuracy. 

In contrast, this study introduces an elaborate 
architecture, integrating multiple stages of 1D convolution, 
max-pooling, and BiLSTM layers with dropout and fully 
connected layers. Additionally, early stopping is 
implemented to enhance generalization and prevent 
overfitting. This architecture is designed to leverage the 
strengths of both CNN and BiLSTM, providing robust 
feature extraction and capturing long-term dependencies in 
sequential data. 

The comprehensive approach in this study, including 
advanced preprocessing techniques like SMOTE for 
handling imbalanced data and sophisticated layer 
combinations, aims to push the boundaries of model 
performance. By addressing the limitations of previous 
architectures and introducing novel elements, this study 
seeks to achieve superior accuracy and reliability in text 
analysis tasks. 

3. METHODOLOGY 
This section will explain in detail the steps and methods 

used in creating a police report classification system using 
the CNN - BiLSTM architecture. Figure 1 illustrates the 
progression of this research.  
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Figure 1.  Research Flow 

Here's an explanation of the course of this penalty 
methodology. 

A. Dataset 
The dataset used in this study includes public 

complaints collected through the police WhatsApp 
channel, specifically from Polda Jambi. In addition, data 
from Twitter is also included to provide a more 
comprehensive analysis. The Twitter data includes public 
tweets related to the same issues, providing a broader 
perspective on public sentiment and complaints. By 
combining these two sources, the study aims to provide a 
more accurate and holistic understanding of the issues 
reported, allowing for better analysis and insight into public 
concerns. 

B. Text Preprocessing 
The police complaint dataset that has been collected 

from the relevant regional police cannot be used directly. 
The data we have is still dirty and full of symbols, text and 
icons that are not needed or have no meaning in the further 
research process. Text preprocessing aims to prepare data 
so that it can be further processed in word embedding. The 
process or steps of text preprocessing can be seen in Figure 
2. 

 
Figure 2.  Pre-Processing Data 

The diagram represents the preprocessing steps 
involved in preparing textual data for analysis. Initially, 
the text data undergoes case folding, which involves 
converting all characters to lowercase. This step ensures 
uniformity in the data by eliminating differences in case 
that do not affect the meaning of the text, such as treating 
"Text" and "text" as the same word [18]. Following case 

folding, data cleaning is performed to remove unwanted 
characters, including encoding characters, line breaks, 
special characters, and non-alphanumeric characters [19]. 
The purpose of this step is to eliminate noise that could 
interfere with the analysis, making the text more consistent 
and easier to process in subsequent steps. 

After cleaning, label encoding is applied to transform 
categorical labels from text form to integer form [20]. This 
is essential because many machine learning algorithms 
require numerical input. By converting text labels to 
integers, the data becomes suitable for these algorithms. 
For instance, labels like "spam" and "not spam" might be 
converted to 0 and 1, respectively. Finally, a missing value 
check is conducted to identify and handle any missing data 
within the dataset. Missing data can pose problems for 
analysis and model training, so this step ensures that any 
missing values are appropriately addressed, either by 
filling them in or removing incomplete records, thereby 
maintaining the dataset's integrity and readiness for 
analysis [21]. 

C. Word Embedding 
Word embedding is a technique that represents textual 

data as vectors of real numbers, enabling machines to 
understand and process natural language [22]. Experts have 
conducted research to evaluate the application and 
performance of word embeddings in various domains [23]. 
They used direct intrinsic word embedding evaluation tasks 
to assess the relatedness of philosophical terms, and they 
found that these tasks can be effective in evaluating word 
embeddings for specific languages [24]. In addition, 
experts have proposed methods to learn multiple vectors 
for each entity, capturing different aspects of the domain, 
and using a mixture of experts' formulations to jointly learn 
more specific word embeddings [25]. Another approach 
involves enriching pretrained word embeddings with 
domain-specific information, improving prediction 
accuracy and expert knowledge in classification tasks [26]. 
These studies highlight the importance of evaluating and 
improving word embedding to improve its performance 
and applicability in specific domains. 

Word embedding in this research uses Word2Vec, 
which is a method for producing word vector 
representations from text [27]. This algorithm maps words 
into a high-dimensional vector space, where words with 
similar meanings or usage tend to have close vector 
representations [28]. 

The advantages of word embedding using Word2Vec 
are its ease of implementation and good performance for 
natural language processing tasks [29]. Word2vec has 
become one of the most commonly used methods for 
generating word representations in natural language 
processing and other related applications [30].  
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D. Algorithm Development Testing 
Table 2 is a test of the model developed in this research. 

TABLE II.  TESTING ALGORITHM DEVELOPMENT 

Dataset Model 

Public Report 
Public 
Complaint 
Dataset 

CNN 

CNN + Early Stopping 

BiLSTM 

BiLSTM + Early Stopping 

Proposed Hybrid CNN - BiLSTM 

Proposed Hybrid CNN – BiLSTM + Early 
Stopping 

Twitter Dataset CNN 

CNN + Early Stopping 

BiLSTM 

BiLSTM + Early Stopping 

Proposed Hybrid CNN - BiLSTM 

Proposed Hybrid CNN – BiLSTM + Early 
Stopping 

 

After testing, testing is then carried out for the highest 
accuracy to be used as a model for streamlit. Streamlit is a 
test that uses a simple GUI to test new data [31]. Figure 3 
shows the proposed architecture carried out in this research. 

 
Figure 3.  Development of CNN-BiLSTM Architecture 

Using a combination of Convolutional Neural 
Networks (CNN) and Bidirectional Long Short-Term 
Memory (BiLSTM) for sequential data analysis, such as 

text, provides several significant advantages. CNN is 
effective at extracting local features from data, such as 
patterns or n-grams in text, by applying filters that detect 
various features at a local level [32]. This enables CNN to 
recognize important phrases or keywords. However, CNN 
has limitations in understanding long-term context due to 
its focus on localized data regions [33]. 

On the other hand, BiLSTM is designed to capture 
long-term dependencies in sequential data [34]. BiLSTM 
processes data in both forward and backward directions, 
allowing it to understand the full context of the sequence 
[35]. This is particularly useful in natural language 
processing (NLP), where the meaning of a word often 
depends on the context provided by surrounding words 
[36]. By combining CNN and BiLSTM, the model can 
leverage the strengths of both architectures: CNN for 
detecting local features and BiLSTM for capturing global 
context. 

Adding multiple layers to this architecture aims to 
enhance the model's ability to capture and process more 
complex and abstract features from the data. In the case of 
CNN, additional convolutional layers allow the model to 
progressively recognize higher-level features, from simple 
patterns to more complex structures [37]. Pooling and 
dropout layers are added to reduce data dimensionality and 
overfitting, thereby improving the model's generalization 
[38]. In BiLSTM, adding layers strengthens the model's 
understanding of sequential context and captures longer 
and more complex dependencies within the data [39]. 
Fully connected (FC) layers are used to combine the 
extracted features and map them to the target classes, 
while the softmax layer ensures that the final predictions 
are presented as probabilities. 

The primary strength of combining CNN and BiLSTM 
is the ability to merge local feature detection with long-
term context understanding. CNN excels at capturing local 
patterns, while BiLSTM captures sequential information 
involving broader context [40]. This combination allows 
the model to comprehend data at various levels of 
complexity, which is crucial in text analysis. By 
harnessing the strengths of both architectures, the model 
can provide more accurate and reliable predictions, 
improving performance in tasks such as sentiment 
analysis, text classification, and other NLP tasks. 
Therefore, the combination of CNN and BiLSTM is often 
used to maximize analytical capabilities and enhance 
overall model performance. 

4. RESULT AND DISCUSSION 
The following are the results and discussions carried 

out in this research. 
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A. Dataset Using SMOTE 
The dataset that has been taken from the Jambi regional 

police has obtained 5166 records, which are divided into 4 
classifications. After classification, the dataset is 
unbalanced. Therefore, it is necessary to balance the data 
using SMOTE. The technique used is oversampling. This 
technique is used because minority data will be multiplied 
by the SMOTE algorithm so that the data will not be the 
same as the majority data [41]. We took this action to 
ensure the research did not destroy any existing data. 
Following the implementation of the class balancing 
process, the dataset expanded to 10296 records. Apart from 
that, this research also uses other data to determine the 
effectiveness of the deep learning model being developed. 
The developed model preprocesses the balanced data 
before testing it. 

B. Algorithm Testing 
Table 3 is a test carried out using data from public 

reports to the Jambi regional police.  

TABLE III.  TESTING WITH COMMUNITY REPORTED DATA 

No Model That Used Accuracy 

1 CNN 91% 

2 CNN + Early Stopping 68% 

3 BiLSTM 98% 

4 BiLSTM + Early Stopping 73% 

5 Proposed Hybrid CNN - BiLSTM 99% 

6 Proposed Hybrid CNN – BiLSTM + Early 
Stopping 

73% 

 

Table 3 displays the testing results using data from 
community reports to the Jambi regional police. This 
evaluation compares various deep learning models, 
including CNN, BiLSTM, and a hybrid combination of 
CNN - BiLSTM, both with and without early stopping. 

The results reveal that the hybrid CNN - BiLSTM 
model achieves the highest accuracy of 99%, highlighting 
the superiority of the hybrid approach over single models. 
Despite early stopping being intended to prevent 
overfitting, in this test, models with early stopping did not 
show significant accuracy improvements and, in fact, had 
lower accuracy compared to models without early 
stopping. 

 

Figure 4.  Plotting Results Using Early Stopping 

Figure 4 illustrates that the epoch process halts at the 
10th epoch due to early stopping. This indicates that 
continuing training beyond this point could lead to 
overfitting, which would degrade performance on the test 
data. 

 
Figure 5.  Plotting Results Without Using Early Stopping 

Figure 5 shows the complete epoch process extending 
up to 50 epochs without early stopping. As a result, the 
accuracy reaches an impressive 99%, demonstrating that 
the model can effectively learn from the data without 
overfitting. 

This explanation emphasizes that while early stopping 
can prevent overfitting, in this case, full training without 
early stopping yielded more optimal results. The hybrid 
CNN - BiLSTM approach proves to be exceptionally 
effective in handling community report data, delivering 
outstandingly high accuracy. 

To evaluate the robustness of the proposed system, this 
study also utilized a different dataset, specifically tweets 
from Twitter. Table 4 shows the results of utilizing Twitter 
data. 

TABLE IV.  TESTING WITH TWITTER DATA 

No Model That Used Accuracy 
1 CNN 72% 
2 CNN + Early Stopping 46% 
3 BiLSTM 59% 
4 BiLSTM + Early Stopping 47% 
5 Proposed Hybrid CNN - BiLSTM 79% 
6 Proposed Hybrid CNN – BiLSTM + Early 

Stopping 
51% 

 

From Table 4, it can be observed that the use of Twitter 
data in this study led to a significant decrease in accuracy 
compared to previous datasets. However, the hybrid 
model's accuracy remains the highest at 79%. This 
reduction in accuracy can be attributed to the high 
complexity of Twitter data, which frequently employs 
abbreviations and informal language. This contrasts with 
community report data, which is typically more formal and 
structured. 
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C. Comparison With Previous Research 
To further contextualize the findings, a comparison 

with previous studies that employed hybrid CNN - 
BiLSTM models was conducted. Table 5 presents the 
comparative results. 
 

TABLE V.  COMPARISON 

Research Model Dataset Accuracy 
[42] CNN - BiLSTM Review Product 88% 

[43] CNN - BiLSTM - 
TE 

Dataset of 
Comment 93.73% 

[44] CNN - BiLSTM – 
ATT 

The Stanford 
Sentiment 
Treebank (SST) 

90,4% 

[45] CNN - BiLSTM Twitter 85% 
This 

Study 
Proposed CNN - 
BiLSTM 

Community 
Report 99% 

 
Table 5 compares the performance of various deep 

learning models used for text analysis on different 
datasets. The referenced research highlights the efficacy of 
combining Convolutional Neural Networks (CNN) and 
Bidirectional Long Short-Term Memory (BiLSTM) 
models for sentiment analysis tasks. Study [38] achieved 
an accuracy of 88% using a CNN - BiLSTM model on a 
product review dataset. Study [39] combined CNN, 
BiLSTM, and Transformation Ensemble (TE) on a 
comment dataset, resulting in a higher accuracy of 
93.73%. In the following study [40], the combination of 
CNN - BiLSTM with an Attention Mechanism (ATT) was 
applied to The Stanford Sentiment Treebank (SST) 
dataset, achieving an accuracy of 90.4%. Meanwhile, 
study [41] applied the CNN - BiLSTM model to a Twitter 
dataset, obtaining an accuracy of 85%. The current study, 
which employed the proposed CNN - BiLSTM model on 
community reports, demonstrated superior performance 
with an accuracy reaching 99%. 

This comparison underscores the superior performance 
of the proposed hybrid model in handling community 
report data, achieving the highest accuracy among the 
datasets tested. The results validate the robustness and 
efficacy of the hybrid CNN-BiLSTM approach in 
processing diverse types of textual data with varying levels 
of complexity and formality. 

This explanation illustrates that the proposed model in 
this study significantly outperforms previous models, 
showcasing its potential in improving sentiment analysis 
accuracy across various datasets. Following the testing 
phase using the proposed CNN-BiLSTM, the subsequent 
step involves automating the prototype process for 
detecting public complaints. The prototype is developed 
using a simple graphical user interface (GUI) with 

Streamlit. Figure 6 illustrates the detection of public 
complaints in the Indonesian language. 

 

 
Figure 6.  Results of Public Complaint Detection 

The image labeled as Figure 6. "Results of Public 
Complaint Detection" depicts an example of a report 
detected by the system regarding a public complaint. Here 
is the explanation of the content within the image: 

The title of the report is "Violation Detection In The 
Jambi Police." The body of the report includes a message 
from a user, identified by the handle @febi1231, who is 
reporting suspicious activities in their neighborhood. The 
message reads: 

“@febi1231, I would like to report suspicious 
activities in my complex. Several individuals frequently 
enter and leave a house at 123 Merdeka Street. I suspect 
they are involved in drug dealing due to their unusual 
activities late at night. Please investigate this matter. 
Thank you. #StopNarkoba” 

The report is marked with a detection tag indicating the 
nature of the complaint. In this case, it is labeled under 
"Detection" with a note specifying that the detection 
results categorize the report as a legal issue related to 
"Kriminal Narkoba" (Drug Crime). 

The green text at the bottom confirms that the detection 
results of the report have been categorized appropriately, 
identifying the issue as related to drug-related criminal 
activities. 

This figure illustrates the system’s capability to 
identify and categorize public complaints about violations, 
specifically focusing on drug-related crimes in this 
instance. 

5. CONCLUSION 
The development of the CNN-BiLSTM architecture 

demonstrated superior performance in analyzing public 
complaints data submitted to the Indonesian National 
Police, achieving an accuracy of 99%. This significantly 
outperformed the accuracy obtained from tweet data. 
Furthermore, the BiLSTM algorithm attained a peak 
accuracy of 98%, whereas the CNN algorithm reached 
91%. The implementation of early stopping effectively 
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prevented overfitting, contributing to the model's 
robustness. However, it did not yield significant 
improvements in accuracy for either the basic or hybrid 
algorithm developments in this study. These findings 
underscore the potential of the CNN-BiLSTM architecture 
in processing and categorizing public complaints with 
high precision. Future research should explore additional 
techniques to further enhance model accuracy and 
efficiency. The success of this model suggests its 
applicability in other domains requiring precise text 
classification and highlights the need for continuous 
refinement of deep learning models to address specific 
dataset characteristics. Further development of the 
proposed CNN-BiLSTM architecture is essential to 
address potential issues when applied to other datasets 
with complex characteristics. Future research should 
emphasize hyperparameter tuning and optimization 
methods, as these strategies are expected to enhance model 
accuracy. Furthermore, exploring alternative machine 
learning algorithms for object classification, beyond the 
softmax function used in this study, could yield effective 
solutions. Continuous refinement and the adoption of 
advanced techniques are crucial for improving the model's 
performance and ensuring its versatility across various 
datasets. This approach will not only bolster the model's 
robustness but also expand its applicability in diverse real-
world scenarios, thereby maximizing its utility and 
effectiveness in different domains. Ultimately, these 
efforts will contribute to the advancement of deep learning 
methodologies and their implementation in complex data 
analysis tasks. 
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