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Abstract:

In an effort to address the growing issue of misinformation on social media, particularly in the context of the Covid-19 pandemic, we
have diligently developed a comprehensive dataset on Bangla misinformation. This dataset was scraped from FactWatch, a leading fact-
checking organization in Bangladesh, and annotated with fact ratings. It includes a meticulously curated collection of 1014 fact-checked
reports spanning from October 4, 2021, to May 25, 2023. These reports encompass a diverse array of summaries, categories, and reliable
correctness labels, providing samples of the original fake news content along with investigative descriptions of the fact-checking processes
employed. The dataset represents a significant contribution to Bangladesh’s participation in the global effort to combat fake news and
serves as a crucial resource for ongoing research in misinformation studies, natural language processing, and automated fact-checking,
particularly for content in the Bengali language. Addressing the issue of misinformation within the under-researched Bangla language
context, our study also leveraged this dataset for deep learning analysis, employing advanced techniques such as Long Short-Term
Memory (LSTM) networks and Bidirectional Encoder Representations from Transformers (BERT) with a Bangla base model. The BERT
model, with its robust Transformer architecture, excelled in linguistic analysis, achieving an accuracy of 98.77%, while the LSTM model,
adept at handling sequential data, recorded an accuracy of 88.92%. The Bangla BERT base model demonstrated exceptional performance
in precision, recall, and F1-score, marking a substantial advancement in misinformation detection for the Bangla language.

Keywords: Misinformation, Fact-Checking, Social Media Analysis, Natural Language Processing, Long Short-Term Memory (LSTM),
Bidirectional Encoder Representations from Transformers (BERT), Data Annotation, Digital Information Reliability.

1. INTRODUCTION

In the digital age, the explosion of online content
accessible through the internet and electronic devices has
transformed the way we access information. Platforms such

tion of false news. The scarcity of effective misinformation
detection tools in the Bangla language not only hampers the
fight against fake news but also leads to significant social
and cultural issues within Bengali-speaking communities.

as social media, blogs, and websites have become integral to
our daily lives, providing a wealth of information. However,
this digital proliferation has a downside: the rampant spread
of fake news, posing a significant challenge in maintaining
the integrity of online content. This issue becomes even
more acute in languages that lack substantial digital re-
sources, such as Bangla. Despite its vast number of speak-
ers, Bangla has not received sufficient technological support
for detecting and combating misinformation. The problem
of fake news is not new, but its impact is particularly
severe in Bangla-speaking regions, which have not benefited
as much from the technological advancements aimed at
curbing misinformation prevalent in English-speaking areas.
In these regions, digital platforms are crucial for spreading
information but are also hotbeds for the unchecked circula-

The technological disparity in supporting diverse languages
highlights a significant challenge in maintaining information
reliability across various linguistic contexts.

Deep learning models, such as Long Short-Term Mem-
ory (LSTM)[1] and Bidirectional Encoder Representations
from Transformers (BERT)[2], have proven to be highly
effective in understanding and processing complex language
structures. These models are pivotal for accurately iden-
tifying misinformation in text-based content. Addressing
the specific challenge of detecting fake news in the Ben-
gali language, various methodologies have been explored,
primarily focusing on natural language processing (NLP)
and machine learning (ML) techniques. Research efforts,
as indicated in studies [3][4], have delved into ensemble
methods and deep learning architectures like Bi-LSTM-
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GRU-Dense, along with sentiment analysis, to improve
detection accuracy, particularly in the realm of social media.
There’s also a recognized need for specialized approaches
for low-resource languages, as highlighted in references,
and for addressing the linguistic complexities in different
contexts, such as Arabic. Efforts to identify fake social
media accounts have employed advanced algorithms and
data preprocessing, though these often don’t fully address
the unique challenges posed by Bengali language content on
platforms like Facebook. Our proposed methodology inte-
grates LSTM with the Bangla BERT base model, custom-
designed for the Bengali language. This integration aims
to fill the existing gap and offers a more effective tool for
combating misinformation in this linguistic landscape.

In our study, we tackle the issue of fake news within
the Bengali-speaking community using cutting-edge deep
learning methods. We have compiled a dataset from a
fact-checking website, tailored it for the Bangla BERT
base model, and employed LSTM networks along with
Bangla BERT for classification purposes. Our goal is to
create a reliable tool for verifying Bengali news content,
fostering a culture of fact-checking, and enhancing the
accuracy of news reporting. Our process involves gathering
and preparing Bengali news data, identifying important fea-
tures, and implementing deep learning models, specifically
LSTM and Bangla BERT, for categorization. Our dataset,
comprising 2024 news items sourced from Fact Watch,
underwent a rigorous preprocessing regimen, including la-
beling, cleaning, and segmentation into training, validation,
and testing subsets. It is pre-trained on a comprehensive
Bangla text corpus, underwent additional fine-tuning to
specialize in fake news classification. To ensure the model’s
dependability, we implemented 5-fold cross-validation and
meticulously adjusted hyperparameters to hone the model’s
performance.

This paper is structured as follows: The Literature
Review explores existing research on fact validation, with
an emphasis on identifying the research gap for the Ben-
gali language. The Methodology section details the dataset
acquisition, its preprocessing, and the implementation of
LSTM and Bangla BERT models. The Results and Discus-
sion section presents an experimental analysis of the dataset
and the performance measures, showcasing the models’
capabilities in detecting fake news in Bengali. Finally,
the Conclusion and Future Work section encapsulates the
principal discoveries and proposes potential avenues for
further investigation in this research area.

2. LITERATURE REVIEW

The increasing prevalence of fake news in Bengali,
amplified by the digital era, has led to diverse methodolog-
ical approaches, especially in NLP, for its detection. The
study [3] positioned fake news as a democratic hazard and
underscored the significance of NLP and Machine Learning
(ML) in classifying news articles while highlighting the
challenges posed by the scarcity of robust datasets and

specialized methods. It demonstrated promising outcomes
in fake news identification using three ML classifiers.
Similarly, [5] introduced an innovative neural network ar-
chitecture aimed at enhancing the correlation between news
content and factual events, achieving a notable accuracy
of 94.21%. The work in [6] ventured into the realm of
online information across various platforms, implementing
an ensemble approach with a Bi-LSTM-GRU-dense model
using the LIAR dataset. This approach not only achieved
remarkable accuracy, recall, precision, and F-score metrics
but also set new benchmarks for misinformation classi-
fication, advancing the research landscape in combating
misinformation within Bengali-speaking communities.

The research detailed in [7] delved into the escalating
issue of fake news within Bengali-speaking communities,
employing machine learning techniques for its detection.
While it integrated sentiment analysis into the detection
framework, the study revealed that this approach did not
substantially enhance the outcomes, with the most notable
result being a 73.20% accuracy rate achieved through the
use of a support vector machine. In contrast, [4] focused
on the detection of online news, particularly emphasizing
the utilization of sophisticated deep learning methods such
as Attention mechanisms, GANs, and BERT. In a study
from Thailand [8], researchers developed a comprehensive
two-phase framework to tackle fake news, leveraging the
synergy of information retrieval, NLP, and machine learn-
ing techniques. Initially, the framework employed a web-
crawler for data collection from Thai news websites, fol-
lowed by NLP-based feature extraction. Subsequent testing
of various machine learning models identified the LSTM
model as the most effective, leading to the creation of an
automated application specifically for fact validation. The
study in [9] addressed the escalating problem of misinfor-
mation in news, particularly magnified by social media, by
pioneering a hybrid model that integrates convolutional and
RNNs.

The study [10] introduced "FakeBERT,” a novel deep
learning model that combines BERT with a deep Convo-
lutional Neural Network, adept at understanding semantic
subtleties, achieving a remarkable 98.90% accuracy in fake
news classification. Meanwhile, research [11] focused on
Bengali content, utilizing a Gaussian Naive Bayes algorithm
paired with TF-IDF for text analysis and an Extra Tree
Classifier for attribute selection, effectively distinguishing
between fake and real news with an 87% accuracy rate,
showcasing its potential in the complex domain of online
news detection.

In the realm of combating misinformation on social
media, particularly during events with national security
implications, the study [12] delves into a variety of detection
methodologies, tools, and browser extensions, highlighting
the pivotal role of feature extraction through Machine
Learning and NLP in preserving the integrity of online
information. The research in [13] critiques the reliance
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solely on NLP for fake news detection, introducing a sys-
tem that integrates secondary features like source domains
and author names, demonstrating improved accuracy over
traditional NLP models. Concurrently, [14] pioneers the
detection of misinformation in Bangla from social media, a
relatively unexplored area, by employing SVM and Multi-
nomial Naive Bayes algorithms alongside CountVectorizer
and TF-IDF Vectorizer for feature extraction, noting a
superior performance with SVM and thereby advancing
the field of fact validation in less commonly addressed
languages.

Study [15] tackled the lack of annotated datasets in
languages like Bangla, creating an extensive corpus of
50,000 news items and merging advanced NLP techniques
with neural network-based methods to enhance automated
detection systems. Research in [16] marked a pivotal shift
towards automated methods by leveraging deep learning
and neural network models, trained on textual data from
both full articles and titles. Study [17] highlighted the
effectiveness of word pairs in verifying news authenticity,
demonstrating that random forest classifiers using bigram
features achieved the highest accuracy in detecting online
falsehoods through semantic features. Study [18] addressed
the urgent need for misinformation detection during the
COVID-19 ”infodemic,” evaluating models such as LSTM,
GRU, and BiLSTM in differentiating truth from falsehood
in English and Chinese texts, with BiLSTM showing up
to 99% accuracy. Study [19] focused on Arabic fake news
detection, employing LSTM and CNN models to analyze
article-headline pairs, especially in the context of Middle
Eastern politics, and showing promising results.

Study [20] introduced a method for identifying fake
Twitter accounts using a stacked ensemble of machine
learning algorithms, achieving a high accuracy rate of
99%. Study [21] presented a Twitter fake account detection
system that used a BIGRU model combined with GloVe
word embedding for tweet content analysis, outperforming
standard models with an accuracy of 99.44% and precision
of 99.25%. In response to the challenge of fake news
impeding Thailand’s COVID-19 recovery, the paper [22]
proposes an innovative Thai-NLP based approach using
transfer learning models to detect misinformation in Thai
texts. The method involves pre-training on globally sourced
COVID-19 datasets, translated from English to Thai, and
employs ’feature shifting’ to enhance Thai text representa-
tion, addressing the scarcity of local datasets.

In the paper [23] addressed the significant challenge of
fake news, identified as a major cyber-security threat to Thai
COVID-19 recovery efforts, by introducing a state-of-the-
art detection system using Thai-NLP and transfer learning
models. It employed innovative ’feature shifting’ and ma-
chine translation techniques to enhance Thai text datasets
for model training, promising substantial improvements in
the performance of misinformation detection during the
fine-tuning stage. The paper [24] tackled the obstruction of

fact validation in Thai COVID-19 recovery by proposing
an advanced detection system using Thai-NLP and transfer
learning, leveraging ’feature shifting” and machine transla-
tion to significantly enhance model training and detection
accuracy. The article [25] introduced fntegro, a defense
system that tackled the detection of counterfeit accounts on
social media by innovatively classifying and ranking user
accounts, leveraging victim classification.

Previous studies have predominantly focused on tech-
niques like SVM, Naive Bayes, and Decision Trees, along-
side the application of word embeddings and ensemble
methods for enhanced accuracy. The advent of sophisticated
models like Bi-LSTM-GRU-Dense and the utilization of
large datasets, such as the LIAR dataset, have significantly
advanced the field. However, these methods often lack
the specific focus and adaptability required for Bengali
language content on social media platforms. Our proposed
method diverges from these approaches by integrating
LSTM and the Bangla BERT base model, specifically fine-
tuned for the intricacies of the Bengali language and the
unique characteristics of Facebook content.

3. METHODOLOGY

Figure 1 illustrates the workflow diagram of our pro-
posed approach that outline a multi-stage process. This
workflow begins with Dataset Collection, where we metic-
ulously source data from Fact Watch, a repository rich
with news articles marked for credibility, and then convert
this data into a structured, processable format. A crucial
part of this stage involves preprocessing, which includes
tasks such as noise removal, handling missing values,
normalizing text, and converting it into a format suitable
for deep learning models, ensuring that the data is primed
for complex analysis. Advancing to the Model Training
and Validation Process, our methodology involves setting
up a robust deep learning framework. Here, we employ
LSTM networks and BERT for training the model, carefully
defining the architecture, selecting hyperparameters, and
preparing for the training and validation tasks. The model
receives new data inputs and applies its learned patterns,
predicting the veracity of news content through an API-
facilitated inference process. The workflow of the proposed
approach consists of the following stages:

Dataset Collection: The initial stage involves sourcing
the dataset from Fact Watch, which is likely a database
containing various news articles marked for credibility. The
sourced data is then converted into an appropriate import
format, which prepares it for processing. This step ensures
that the data is in a structured form that can be easily
manipulated and understood by the subsequent processing
algorithms. The raw data undergoes preprocessing where
it’s cleaned and transformed. This may include removing
noise, handling missing values, normalizing text, and per-
haps converting it into a format suitable for training deep
learning models. As a result of preprocessing, the data is
now in a processed state, ready to be used for training and
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Figure 1. Proposed Workflow diagram.

validating tasks.

Model Training and Validation Process: This step
involves setting up the deep learning framework, which
includes defining the model architecture, selecting hyper-
parameters, and preparing for training and validation tasks.
This involves the model learning from the data’s features to
make accurate predictions about the news articles’ authen-
ticity. After training, the model is validated and optimized.
This step likely involves tuning the model with validation
data to improve its accuracy and reduce overfitting or
underfitting. Once the model is trained and validated, it’s
deployed to a production environment where it can start
making inferences or predictions.

Inference: In the deployed state, the model receives new
data and applies its learned patterns to make predictions.
The inference process is facilitated through an API, which
allows easy integration with other applications or services.
The outcome of the inference process identifies the authen-
ticity of the news content. This result can be used to flag
or take action against fake news articles.

A. Data Description

FactWatch is a verified signatory to the International
Fact-Checking Network (IFCN) and Meta’s only Third-
Party Fact-Checking Partner from Bangladesh . Thus, it
is an important resource for collecting consequential and
impactful Bengali fake news circulating in the Bangladeshi
information ecosystem, particularly on Facebook. Facebook
is the most popular social media in Bangladesh , and
therefore the most important platform for the study of
online fake news in Bangladesh. Since 2020, FactWatch
has been a Third-Party Fact-Checker for Facebook, working
independently to identify, analyze, and act on rumors and
disinformation on the platform. They use Al resources from
Facebook and their own methodologies for verification.
Identified false content is then reduced in circulation by
Facebook and tagged with warnings. FactWatch also pro-
duces explanatory articles and reports as part of its broader
activities, independent of its agreement with Facebook,
and has aligned its rating system with Facebook’s for
consistency.

The dataset, sourced from the FactWatch website, was
automatically scraped and encompasses a comprehensive
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collection of 1,014 fact-checking reports, diligently cov-
ering the timeframe from October 4, 2021, to May 25,
2023. The curated dataset from Facebook focus on pages
and groups notorious for spreading viral misinformation,
as indicated by Facebook’s recommendations. Selection
criteria hinged on the fact-checkability using online sources,
virality, and the potential for serious consequences like
religious or political unrest.

In Table I, we present a comparison with other research
works. For instance, authors in [26] concentrated on public
opinion analysis on news through the lens of YouTube
comments from 2017 to 2023, with the objective of en-
hancing sentiment analysis and facilitating the development
of Bengali language models. Another significant study [27]
explored the engagement with religious misinformation on
Facebook, meticulously examining specific incidents of
violence in Bangladesh that highlighted the profound impact
of social media in propagating religious misinformation and
its tangible consequences on societal harmony. In contrast,
our dataset broadens the scope by encapsulating a wide
array of misinformation themes across social media plat-
forms, as evidenced by our dataset collated from FactWatch
spanning from October 2021 to May 2023. Our work is
distinguished by its comprehensive nature, encompassing
meticulously annotated data that is not only pivotal for NLP
and automated fact-checking efforts but also instrumental
for in-depth misinformation studies. The dataset’s extensive
annotations are designed to facilitate nuanced analyses and
model training, particularly addressing the challenges posed
by the Bangla language and the specific cultural context of
Bangladesh.

Table II outlines the column names and their
descriptions for the Fact-Checking Report Dataset.
This table outlines the key elements of each report
in the dataset, including Post ID, Post Title,
Post Content Summary, Original Content Text,
Post Rating, Investigation Description, and Category,
providing a clear understanding of the data’s structure
and content. More specifically, each report has a
unique Post ID, a title (Post Title), and a summary
(Post_Content Summary) as presented on FactWatch’s
website. It also includes the Original Content Text,
which are the fact-checked fake statements from various
sources. The Post Rating denotes the fact-checker’s
assessment of the news.

FactWatch uses several ratings for fact-checking:
“False” for baseless information or content that is mis-
represented as proof for unrelated events; “Altered” for
misleadingly edited or Al-created content; “Partly False”
for minor factual errors in otherwise accurate information;
”Missing Context” for content that could be misleading
without additional evidence; ”Satire” for humorous or exag-
gerated content often misunderstood as factual; “True” for
verified, accurate content; and “Unverified” for claims that
remain inconclusive after fact-checking. These ratings help

Data Collection
. FactWalch Website
[. Selecting News
[ Scraping
[ Saving Multiple C5V Files
[ Merging C5V
[‘ Adding Ratings

Figure 2. Flowchart Illustrating the Data Collection and Pre-
Processing.

Pre-Processing

Removing Duplicate

] L Handling Missing Value
:| Making Visual Representation

categorize the nature and integrity of various information
types. The Investigation Description provides a detailed
account of the fact-checking process. Lastly, each report
is categorized (Category) based on the theme of the fake
news story.

B. Data Collection and Preprocessing

The data collection process in our research, detailed
in Fig. 2, began with selecting news from the FactWatch
website. The second step involved scraping the chosen news
items, followed by saving the extracted data into multiple
CSV files.

In the process of data collection, we employed scraping
techniques using libraries such as Requests and Beauti-
ful Soup to navigate and extract information from the
FactWatch website. Additionally, Selenium was utilized to
handle dynamic content and interactive elements on the site.
To ensure the robustness of our data collection process,
we implemented diligent error handling and periodically
updated CSS selectors to adapt to any potential changes
in the website’s structure. To mitigate sampling bias, we
employed strategies such as stratified sampling with the
assistance of pandas, ensuring proportional representation
across various report categories. Random sampling methods
were also employed to secure a representative dataset. To
address selection bias, we clearly defined and implemented
inclusion and exclusion criteria within our data collection
scripts, utilizing pandas for precise data filtering. Temporal
bias was managed through rigorous monitoring of website
changes to ensure that our data accurately reflected temporal
trends in misinformation. After collecting the data, these
CSV files were merged into a single file. The final part
of the process included categorizing the data into various
classes. This methodology, from news selection to data cat-
egorization, was instrumental in maintaining data integrity
and is thoroughly represented in the flowchart in Fig. 1,
showcasing our structured approach to data collection and
organization. Below is a detailed overview of the organized
process:
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TABLE I. Comparison with other research works.

Paper Focus Data Source | Period Cov- | Main Contribution
ered
[26] Public YouTube 2017-2023 Dataset for sentiment analysis and lan-
opinion comments guage model development in Bengali
analysis  on
news
[27] Engagement Facebook Specific Insights into social media’s role in spread-
with religious | comments Usecase: the | ing religious misinformation
misinforma- Nasirnagar
tion violence  in
2016, the
Rangpur
violence  in
2017, the
Narail protest
in 2019,
the Comilla
violence  in
2020, and the
Sunamganj
violence  in
2021
Our Misinformation| FactWatch, October 2021 | Broad Spectrum of Misinformation Types
Dataset on social | social media | - May 2023 and Rich Annotations and Metadata. Com-
[28] media content prehensive dataset annotated with fact rat-
ings for combating misinformation, offer-
ing a rich resource for NLP, automated
fact-checking, and misinformation stud-
ies, with extensive annotations aiding in
deeper analyses and model training.

TABLE II. Column name and its Descriptions of Fact-Checking Report Dataset.

Column Name

Description

Post 1D This refers to the designated unique identification number attributed to each of the
fact-checking articles in the corpus.
Post _Title This refers to the title of the fact-checking article.

Post Content Summary

This refers to the summary of the fact-checking article as given in FactWatch’s
website.

Original Content Text

This refers to the fake statements as found on social media or other internet sources
(news, blogs, videos etc), which were fact-checked.

Post Rating

This refers to the fact-checker designated rating (i.e False, Missing Context, Altered
etc.) of fake news.

Investigation Description

This refers to the descriptive text of the fact-checker’s investigative process of
debunking the fake news content.

Category

This refers to the classification of themes of fake news stories.

Selection of News Source: The first step involved
choosing the FactWatch website, selected for its com-
prehensive and reliable news coverage. This platform
is crucial for accessing a wide range of news stories,
ensuring our dataset includes diverse and significant
news items.

News Item Selection: Due to the vast amount of news
on FactWatch, we focused on the most relevant news

stories. This selective approach aimed to maximize
the representativeness and relevance of our dataset.

Data Scraping Process: We employed Python as
our primary tool for data scraping, leveraging the
Beautiful Soup library with the Chromium browser to
navigate and meticulously extract information from
each chosen news item. The data, including key
elements such as news content, publication date, and
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categorical classification, was systematically saved
into multiple CSV files. Subsequently, these files
were consolidated into a single comprehensive file,
facilitating a more efficient and coherent analysis
process.

o Adding Ratings and Finalizing the Dataset: The
final step was categorizing each news item in the
dataset into relevant classes of ratings. This catego-
rization was crucial to organize the data effectively
for subsequent analysis.

C. Model Training and Validation Process

We employ two deep learning models and complex
linguistic patterns: LSTM and BERT with the Bangla base
model.

Long Short-Term Memory (LSTM) [1] is an advanced
RNN approach that solves the vanishing gradient issue
found in conventional RNNs. Its structure allows it to
capture long-range dependencies and subtle contextual de-
tails within text data, making it particularly suitable for
pattern recognition in the sequential nature of news articles.
This capability significantly enhances its performance in
differentiating between genuine and fake stories. LSTMs
are equipped with memory cells that retain and transport
relevant information across long sequences, an essential
feature for complex tasks in natural language processing.

Bangla BERT [2] is based on a Bengali language corpus
for the Bengali language, embodying the advanced capa-
bilities of the original BERT model. This model captures
the bidirectional context of words by evaluating the text
before and after a given word, leading to a more nuanced
understanding of language intricacies. It is pre-trained on a
large Bengali text corpus, including the Bengali Common
Crawl and Wikipedia Dump Dataset, using the masked
language model technique where it predicts intentionally
hidden words to grasp deeper language context. The training
uses the BNLP toolkit to develop a Bengali sentence piece
model with a vocabulary size of 102,025. This architecture
mirrors the base model, featuring 12 layers, 768 hidden
units, 12 attention heads, and 110 million parameters, honed
over 1 million steps with a Google Cloud GPU. In bench-
marks like sentiment analysis, hate speech detection, and
news categorization, Bangla BERT Base sets new standards,
surpassing the results of multilingual BERT and Bengali
Electra models.

Our classification workflow commences with the col-
lection of data from a fact-checking website, followed by a
meticulous data preprocessing process. The textual Bengali
corpus news information is then encoded using the Bangla
BERT model to prepare it for the training phase. For
both LSTM and BERT, we meticulously configure hyperpa-
rameters—including class mode, validation splits, pooling
methods, activation functions, optimizers, loss functions, as
well as the number of epochs and batch sizes—to tailor the
models for the specific task of misinformation classification.

D. Performance Evaluation

Following the completion of our dataset training using
the LSTM and Bangla BERT models, we undertook a
comparative analysis to gauge their performance. In the ex-
perimental analysis, we use precision, recall, and accuracy
metrics. Following are the equations of each metric where,
TP represents true positive, TN as true negative, FP as false
positive, and FN as false negative.

The precision formula is given by:

TP
Precision = ——— (1)
TP+ FP

The recall formula is defined as:

TP
Recall = ———— 2)
TP+ FN

The accuracy formula is as follows:
TP+TN

A = 3
Uy = TP Y TN+ FP+ FN 3)

4. REsurts AND DiscussioN

The training of both LSTM and BERT models leveraged
the capabilities of Google Colab, a cloud service that
provides a robust and adaptable platform for conducting
machine learning and deep learning research. Google Colab
grants free access to formidable computational resources,
including GPUs and TPUs, facilitating an accelerated train-
ing process for data-intensive models like the ones we
employed. To evaluate the model’s consistency and reli-
ability, we employed a 5-fold cross-validation technique.
This approach allowed us to iteratively train and validate
the model across different subsets of the data, ensuring a
comprehensive assessment. Additionally, we meticulously
fine-tuned critical hyperparameters including the number
of epochs, learning rate, and dropout rate to achieve the
best possible model performance. Table III delineates the
detailed hyperparameters applied in training the LSTM and
BERT models, which are vital for steering the learning
process and significantly influence the models’ precision
in news classification.

In the training of our LSTM and BERT models, we
configured the class mode to ’Categorical’ for our multi-
class classification tasks. We allocated 10% of our dataset
for validation purposes, ensuring that the model could
be evaluated against unseen data during training. Max-
pooling was utilized as our pooling technique, effectively
reducing input dimensionality and capturing the essence
of input features within binned sub-regions. We employed
a sigmoid activation function, which is ideal for binary
classifications, outputting probabilities between 0 and 1.
The Adam optimizer was selected for its adeptness at
managing sparse gradients and noisy data, which is typical
of text datasets. We used binary-cross-entropy as our loss
function, suitable for binary outcomes where the model
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TABLE III. Model Hyperparameters

Hyperparameters LSTM BERT
Class Mode Categorical Categorical
Training Split 80% 80%
Test Split 20% 20%
Pooling Max-pooling Max-pooling
Activation Function Sigmoid Sigmoid
Optimizer Adam Adam
Loss Function Binary-cross-entropy | Binary-cross-entropy
Epochs 100 100
Batch-size 15 15
015
045 —4 Training Loss
4= Taining Loss — Validation Loss
= Validation Loss
040
035
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Figure 3. Loss curve of (a) LSTM and (b) BERT model.

Confusion Matrix for Bert

Confusion Matrix for LSTM

Predicted label

Predicted label

Figure 4. Confusion Matrix of (a) LSTM and (b) BERT model.

in the data, with a batch size of 15 to specify the number
of examples processed in a single batch. Figure 3 illustrates
the training and validation loss for LSTM and BERT model.

estimates the likelihood of an article being authentic or fake.
Our models underwent training for 100 epochs, providing
ample iterations for the models to discern complex patterns
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TABLE IV. Performance Measures of LSTM and BERT Model

Model | Precision
BERT 99.51%
LSTM 89.16%

Recall | Accuracy
98.06% | 98.77%
88.73% | 88.92%

To effectively evaluate the performance of our models, a
confusion matrix was utilized, providing clear insights into
their predictive accuracy. Figure 4 illustrates the Confusion
Matrix of LSTM and BERT model. The BERT model’s
performance in the classification task was notably strong,
as highlighted by the confusion matrix results. With 202 true
positives and only 1 false positive, the model demonstrated
a high level of precision, about 99.51%, showcasing its
capability to correctly identify fake news with remarkable
accuracy. The recall rate stood at a robust 98.06%, indicat-
ing the model’s effectiveness in capturing the vast majority
of actual fake news instances. The accuracy of the BERT
model was also high at 98.77%, reflecting its consistent
ability to make correct predictions across both classes.

On the other hand, the LSTM model, while still per-
forming well, fell short of the BERT model’s benchmark.
It secured 181 true positives but had a higher rate of false
positives at 22, leading to a precision of 89.16%. This
suggests that the LSTM model was less accurate in its
predictions of positive instances. Its recall rate was lower as
well, at 88.73%, meaning it failed to identify all the positive
instances that it should have. With an overall accuracy of
88.92%, the LSTM model was less adept at distinguishing
between fake and real news compared to the BERT model,
as evidenced by a higher number of both false positives
and false negatives. These results underline the superior
performance of the BERT model in this context, particularly
in its reliability and consistency in fake news detection.

Considering experimental analysis, the BERT model
outperforms the LSTM model in detecting fake news in
Bengali. This could be attributed to BERT’s transformer
architecture, which can capture contextual dependencies in
text more effectively than LSTM’s sequential processing.
The superior performance of BERT, with higher preci-
sion, recall, and accuracy, suggests that it is better at
understanding the nuances of Bengali, likely due to its
bidirectional nature and pre-training on a large corpus. The
methodology of fine-tuning BERT, as opposed to training
LSTM from scratch, may also contribute to the difference in
performance. BERT benefits from transfer learning, where
it adapts knowledge from a vast dataset to the specific task,
providing a more robust starting point for classification
tasks. These models guide us to develop an automatic
news detection system in Bangla languages with complex
structures like Bengali. The pre-trained models like BERT
could be more effective for such tasks than traditional RNN-
based models like LSTM. Future research could explore the
integration of both models or investigate hybrid approaches
that combine the sequential understanding of LSTM with
the contextual awareness of BERT.

5. Concrusions AND FUTURE WORK

Our research aimed to develop a deep learning-based
approach capable of identifying online misinformation from
news in Bengali on social media. Through trials and contin-
uous refinement, we achieved a model with promising clas-
sification capabilities. BERT, with its contextual understand-
ing, outperformed LSTM, leading us to choose it for our
final system. While we faced dataset limitations, innovative
solutions such as synthetic data generation were employed
to enhance performance. In future work, we plan expand
our dataset and refine the model to recognize the spectrum
of news veracity, improving the tool’s effectiveness and
contribution to Bengali natural language processing.

The research has made significant strides in improving
the detection of misinformation from news in Bengali from
social media platform. Considering, limitation of the cur-
rent approach, advance the model’s classification ability to
recognize varying degrees of information accuracy, such as
partially true or biased content, which reflects the complex
nature of real-world news more closely. Develop the model
to identify multiple categories of news, moving beyond
the binary true/false classification to include categories like
satire, opinion, and analysis. Incorporate advanced language
processing techniques to better grasp the intricacies and
regional variations within the Bengali language, which can
be pivotal in context interpretation
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