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Abstract

Recognizing gender from audio speech can improve human interactions with technologies. Though the
human ear can identify the gender of a person from the sound of their voice, it can be quite complicated
for an artificial intelligence (AI) system. Effective classification of gender from audio speech depends
not only on the effective representation of the audio signal but also on the implementation of robust
algorithms. In this research, we utilized Mel Frequency Cepstral Coefficients (MFCC) to represent
the audio samples due to their effectiveness in capturing spectral characteristics, which highlight
differences in the vocal tract structures between males and females. MFCC is considered one of the
most efficient representations of audio signals that mimic human auditory systems. This study aims
to analyze the effectiveness of various machine learning (ML) and deep learning (DL) methods in
classifying gender from audio speech utilizing the MFCC feature representation. We experimented with
several algorithms: SVM, KNN, stacking ensemble method, and LSTM. Three audio speech datasets
were utilized to assess the performance of these algorithms. The best accuracies achieved in these
datasets are 93.889%, 99.371%, and 94.558%. Furthermore, based on the findings of the experiment,
this study proposes a framework for effective gender classification from audio speech.

Keywords: Gender classification, SVM, KNN, ensemble method, LSTM

1 Introduction

Speech, a medium of communication, is a funda-
mental way of expressing thoughts, emotions, and
information. It allows us to exchange ideas and
connect with others. The formation of speech can
be attributed to the complex interplay of multi-
ple physical organs, such as muscles in the mouth,
throat, and lungs. These vocal organs generate
sounds, which are then utilized to produce speech.
The acoustic features of speech are impacted by
multiple factors, such as person, gender, emotion,
age, and numerous other factors. Based on the

acoustic features of audio speech, it is possible to
classify the gender of the voice. Features, such as
pitch and formant frequencies, have been utilized
for the gender classification from audio speech [1].

Over the last several years, there has been
a substantial surge in the demand for sponta-
neous communication with technology. As tech-
nologies are incorporated at every step of our
life, effective communication with technologies has
become indispensable. Human-technology interac-
tions through speech can be improved leveraging
multiple methods, such as emotion recognition,
gender classification, and speaker recognition.
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Moreover, gender classification can be utilized
to improve the user experience by customizing
the interactions between humans and technology.
Through precise identification of the speaker’s
gender, technology can modify its responses, lan-
guage, and services to better accommodate per-
sonal preferences and requirements. Users will
have more engaging and fulfilling interactions with
interactive systems because of this personaliza-
tion, which improves their overall effectiveness and
usability.

ML and DL algorithms have proven to be pow-
erful tools for analyzing audio speech, enabling
the extraction of crucial information from speech
signals. These approaches enhance the efficiency
of speech analysis and facilitate the identification
and interpretation of valuable insights embedded
within audio data. These methods not only facili-
tate the classification of gender [2] but also enable
the recognition of other valuable information such
as emotions [3] and speakers [4].

In speech processing methods, DL is more
effective in comparison to ML [5, 6]. Speech audio
can be depicted as consecutive data, and some
DL algorithms, such as Long Short-Term Mem-
ory (LSTM), are adept at handling such sequential
data effectively. However, ML algorithms, such as
K-Nearest Neighbors (KNN) and Support Vector
Machines (SVM), have also produced promising
results in gender classification from audio speech
[7, 8].

Hızlısoy et al. [9] extracted Mel Frequency
Cepstral Coefficients (MFCC) and mel spectro-
gram coefficients from the audio speech and com-
pared the performance of several ML classifica-
tion algorithms for gender recognition from audio
speech. On the other hand, these studies [2, 10]
proposed Bidirectional LSTM (BiLSTM)-based
models for gender classification from audio speech.
While Alamsyah and Suyanto [2] extracted MFCC
to represent the audio, Alashban and Alotaibi [10]
extracted multiple features, including MFCC, and
utilized a combined feature representation for the
audio speech.

Despite the numerous methods proposed for
gender classification from audio speech, there
remains a lack of comprehensive comparative anal-
ysis of these classification algorithms. Our study
aims to present a comparison among the most
effective methods for gender classification from
audio speech. We utilized the MFCC feature to

ensure that our comparison leverages the most
established feature in the field, providing a solid
basis for evaluating the performance of different
algorithms. Moreover, MFCC can effectively cap-
ture spectral properties that reflect differences in
vocal tract structure between males and females.
Due to its effectiveness, MFCC is the most imple-
mented feature representation in speech process-
ing methods [11, 12].

We implemented both DL and ML classifi-
cation algorithms for gender classification from
audio speech, aiming to conduct a comparative
analysis of their performance. As a deep learn-
ing algorithm, we utilized LSTM because it is
designed to classify sequential data effectively. On
the other hand, we separately applied two ML
algorithms: SVM and KNN. SVM and KNN are
the most commonly used machine learning algo-
rithms for gender classification from audio speech.
Furthermore, we applied a stacking ensemble
method combining SVM and KNN. We conducted
our experiment using three different audio speech
datasets. Both ML and DL algorithms produced
remarkable results in identifying the genders from
the audio speech. However, the LSTM demon-
strated superior performance compared to the ML
algorithms. The contribution of this research is
outlined below:

• Analyzing the performances of KNN, SVM,
and LSTM in gender classification from audio
speech.

• Implementing stacking ensemble method and
assessing its performance.

• Comparative analysis of the ML and DL
algorithms in gender classification from audio
speech.

Based on the findings of our experiment where
LSTM consistently produced the best accuracy,
we propose a framework in Figure 1 for gender
classification from audio speech. This framework
can be integrated into any artificial intelligence
(AI) based model to improve the user experience.

This paper is structured in the following man-
ner: section 2 contains relevant literature, pro-
posed method is described in section 3, datasets
and experimental details are discussed in section
4 and section 5 respectively, section 6 contains
experimental analysis and results. Finally, the
paper is concluded in section 7.
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Fig. 1: Proposed framework for classifying gender
based on audio speech.

2 Relevant literature

Various ML and DL classification algorithms, such
as SVM [13], KNN [14], Random Forest (RF) [15],
Convolutional Neural Network (CNN) [16], LSTM
[17] and many others, have been implemented for
gender recognition of audio speech. Each classi-
fication algorithm has its own strategy. On the
other hand, several features, such as pitch, for-
mants [1], MFCC [18], spectrogram [19], and linear
prediction coefficients (LPC) [20], have been uti-
lized to represent the audio speech. Uddin et al.
[21] applied SVM and KNN for identifying gender
from audio speech. The authors employed MFCC
to represent the audio speech data. They utilized
three datasets in their research, and across all
three datasets, KNN outperformed SVM.

Hamdi et al. [22] proposed an ensemble classi-
fier approach for gender identification from short
speech audio samples, utilizing the Arabic Nat-
ural Audio Dataset (ANAD). They suggested a
three-stage machine learning approach for fea-
ture optimization and achieved a high classifica-
tion accuracy of 96.02% employing linear SVM
classifier. In this paper [23], the authors imple-
mented several machine learning algorithms, such

as SVM, CatBoost, XGBoost, RF, Artificial Neu-
ral Networks (ANN), and many others, for gender
classification. The best accuracy was obtained by
CatBoost classifier, which obtained an accuracy of
96.4%.

Tursunov et al. [24] presented a model that
combined CNN with multi-attention module.
They employed the multi-attention module to
capture essential features. Their model produced
an accuracy of 96%. Mohammed and Al-Irhayim
[25] applied Bidirectional Long-short Term Mem-
ory (BiLSTM) for gender recognition from audio
speeches. They utilized MFCC to represent the
audio samples. Their proposed model obtained an
accuracy of 90.816%.

Samant et al. [26] developed a classification
model for gender recognition based on voice
features, evaluating the performance of several
ML algorithms including SVM, KNN, RF, Deci-
sion Tree (DT), and Logistic Regression (LR).
The study identified the best-performing model
through analysis of accuracy, precision, recall, and
F1-score, providing insights into effective meth-
ods for automatic gender identification. In this
paper [27], the authors present a technique for gen-
der identification in speech samples by leveraging
the speech recognition process. They extracted 12
most relevant features from each audio sample to
represent the audio. The study employs various
machine and deep learning methods, such as RF,
KNN, LR, DT, and CNNs, to classify these vectors
into male and female categories. After evaluating
the performance of these classifiers, the authors
conclude that the CNN model is the most effective
for gender classification.

Alashban and Alotaibi [10] proposed a model
employing BiLSTM for gender identification.
Their model incorporated several features rep-
resentation of speech audio. Their suggested
model achieved an accuracy of 91.76% in the
Arabic-speakers model and 86.53% in the English-
speakers model. In this paper [28], the authors
implemented SVM and RNN for gender classifica-
tion. They experimented with non-lexical speech
features. They found that overlapping and length-
ening are efficacious in gender recognition. They
achieved an accuracy of 86.58% with SVM and
89.61% with RNN classifiers.
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3 Proposed Method

Our proposed method is divided into the following
parts: (1) MFCC feature extraction (2) imple-
menting classification algorithms: SVM, KNN,
LSTM and stacking ensemble method.

3.1 Feature extraction

We utilized Mel Frequency Cepstral Coefficients
(MFCC) because of its effectiveness in capturing
spectral characteristics that highlight differences
in the vocal tract structures of males and females.
The vocal tracts of men and women differ in
length and shape, which influences formant fre-
quencies and sound resonance. MFCC is adept at
capturing these formant frequencies. Furthermore,
MFCC emphasizes frequencies to which human
ears are more attuned by using a mel-scale that
emulates human auditory perception. Because of
this, MFCC is especially effective at differentiat-
ing between the nuances of speech produced by
men and women.

Fig. 2: Steps in calculating MFCC.

Fig. 3: MFCC visual representation of a female
speech.

Fig. 4: MFCC visual representation of a male
speech.

The steps in calculating MFCC are shown
in Figure 2. After dividing the input audio into
short frames, the Fast Fourier Transform (FFT)
is applied to compute the power spectrum of each
frame. Then the power spectrum is transformed
by a mel-filterbank. Finally, the logarithm and
Discrete Cosine Transform (DCT) are employed
to produce the MFCC. Visual representations of
MFCC of a female speech and a male speech utter-
ing the same sentence are presented in Figure
3 and in Figure 4 respectively. However, in our
experiment, we utilized a numeric representation
of MFCC.

3.2 Support Vector Machine (SVM)

SVM operates by generating hyperplanes to sep-
arate different classes. The aim is to identify
the most effective hyperplanes, which create
the widest margin between the data of differ-
ent classes. The margin refers to the separation
between the hyperplane and the nearby data
belonging to each class. For a two-class problem,
the hyperplane is a line. On the other hand, the
hyperplane is a plane for a problem that has more
than two classes. In the case of not linearly separa-
ble data, various functions are used to transform
the data so that it can be separated linearly. These
functions are called kernels. Once the hyperplanes
are evaluated, prediction can be made depending
on which side of the hyperplane the new data falls.

3.3 K-Nearest Neighbors (KNN)

KNN determines the class of a given data by eval-
uating the most common class in its neighbors.
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K is a hyperparameter that determines the num-
ber of neighbors to be considered. At first, the
distances between the given data and the other
data points are calculated. The distances are com-
puted by employing various distance metrics, for
example, Euclidean distance and Minkowski dis-
tance. Then the K closest neighbors is identified
depending on the distance. Applying majority vot-
ing among the K closest neighbors, the class of the
given data point is determined.

3.4 Long Short-Term Memory
(LSTM)

LSTM is a deep learning model designed to work
efficiently with the types of data where main-
taining sequence is important. LSTM is capable
of maintaining long-term dependencies effectively.
It comprises multiple LSTM cells in a chain-like
structure where the outcome from one LSTM cell
serves as the input for the subsequent LSTM cell.
The architecture of an LSTM cell is represented in
Figure 5. The core concept behind this architec-
ture is the horizontal line at top of the cell known
as the cell state. By controlling the cell state, it
is determined what portion of the previous infor-
mation would be forgotten. LSTM works through
the function of some gates: input gate, forget gate,
and output gate.

Fig. 5: Architecture of an LSTM cell.

How much of the prior information should be
discarded is determined by the forget gate (Ft).
On the other hand, the input gate determines how
much new information would be included in the

cell state. It is performed by computing two val-
ues: It and C ′

t. The output gate (Ot) evaluates
what portion of the cell state would be used to
compute the output. It regulates how much infor-
mation flows from the LSTM cell to the final
output.

3.5 Stacking Ensemble Method

In the ensemble method, diverse algorithms are
integrated to build a robust model. There are sev-
eral types of ensemble methods, including stack-
ing and bagging. We applied stacking ensemble
method in our experiment. In stacking ensemble
method, predictions produced by the base mod-
els are combined using a meta model. Initially, a
diverse set of classification algorithms is selected
as base models. The base models are selected in
such a way that ensures the integration of diverse
strategies. These base models are trained to gener-
ate individual predictions. Then these predictions
are used as the inputs for the meta model, which
produces the ultimate predictions. The objective
is to merge the advantages of diverse algorithms
to create a more effective model.

3.6 Proposed Architecture

We followed two architectures in our experiment.
The architecture utilized for SVM, KNN, and
LSTM is shown in Figure 6. The architecture used
for the ensemble method is presented in Figure
7. However, the general steps are the same on
both architectures which are as follows: audio
input, feature extraction, feature standardization,
train/test split, training the classification algo-
rithms, and classifying the gender of the audio
speech as male or female.

We represented each audio speech by 20 coef-
ficients of MFCC. After standardization of the
data, we divided it into train-test splits. We uti-
lized 80% of the data for training and 20% of the
data for testing. As ML classification algorithm,
we separately applied SVM and KNN.

In the DL model employing LSTM, we applied
an LSTM layer with 256 units and the ReLU acti-
vation function. After experimenting with several
numbers of units in the LSTM layer, we selected
256 units based on our experiment. After this
layer, we applied a dense layer with a sigmoid
activation function.
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Fig. 6: Architecture for SVM/KNN/LSTM.

In the stacking ensemble method, we selected
SVM and KNN as the base models. One of
the strategies to improve the performance of the
ensemble method is to combine algorithms that
have different approaches of classification. SVM
and KNN are the most utilized ML algorithms
in gender recognition of audio speech. Each of
these classification algorithms has its own strate-
gies. SVM operates by creating hyperplanes to
separate the data of different classes. on the con-
trary, KNN evaluates the K closest neighbors of
a given data and applies majority voting among
the selected neighbors to determine the class of
the given data. As meta model, we employed SVM
which was trained by the predictions produced by
the base models. We utilized linear kernel in the

Fig. 7: Architecture for stacking ensemble
method.

SVM classifier. The meta model finally classified
the gender of the test audio samples.

4 Datasets

We utilized three audio speech datasets in
our experiments: KUET Bangla Emotional
Speech (KBES) and Bangla Emotional Speech
Recognition Dataset (BANSpEmo), and Bangla
Speech Emotion Recognition (BanglaSER). These
datasets were generated for speech emotion recog-
nition. However, we applied them for gender recog-
nition of audio speech. Bangla ranks among the
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most widely spoken languages globally. However,
very few studies have been conducted utilizing
Bangla audio datasets. Nevertheless, the proposed
framework can be employed in any audio speech
dataset for gender identification.

The KBES dataset contains 900 Bangla audio
speeches produced by 35 speakers where 20 speak-
ers were female, and 15 speakers were male. The
speakers were of diverse age ranges. The dialogs
of the audio speeches are almost unique and the
length of each audio is 3 seconds. Of the audio
samples, 450 were produced by male speakers and
450 were produced by female speakers. So, the
target variable has a balanced distribution in this
dataset. The details of this dataset have been
discussed here [29].

The BANSpEmo consists of 792 Bangla audio
samples created by 22 speakers where 11 speakers
were female, and 11 speakers were male. The dura-
tions of the audio samples are of various lengths
from 3 seconds to 12 seconds. Of the audio sam-
ples, 396 were produced by male speakers and 396
were produced by female speakers. The speakers
uttered 12 sentences to produce the dataset. This
dataset also has a balanced distribution of target
variables. The details of this dataset have been
discussed here [30].

The BanglaSER dataset contains 1467 audio
samples generated by 34 speakers. Among the
speakers, 17 were male and 17 were female. The
duration of the audio samples ranges between 3
and 4 seconds. The dataset has a balanced distri-
bution of male and female audio samples. In this
paper [31], the details of the BanglaSER dataset
have been described.

5 Experimental Details

We followed the same setup for the datasets. We
captured 20 Mel-frequency cepstral coefficients
(MFCC) from each audio speech. The MFCCs
were extracted utilizing the Librosa Library in
Python [32]. Of the data, 80% was used for train-
ing and 20% was used for testing. We employed a
linear kernel in the SVM classifier. In KNN classi-
fier, 5 nearest neighbors were used. In the stacking
ensemble model, SVM and KNN had the same
parameters.

In the LSTM layer, we applied 256 units and
ReLu activation function. It was then followed by
a dense layer with a sigmoid activation function.

A batch size of 32 was utilized. We implemented
the Adam optimizer and computed the model for
1000 epochs.

Across the datasets, we assigned the label ’1’
to the male class and ’0’ to the female class.

6 Experimental Analysis and
Results

To assess the effectiveness of the algorithms, we
utilized accuracy and precision score. The results
are represented in Table 1, Table 2, and Table
3 for KBES, BANSpEmo, and EmoDB datasets
respectively.

Table 1: Results obtained in the KBES
dataset

Algorithms Accuracy Precision score

SVM 85.556% 85.979%
KNN 90.00% 90.00%
Ensemble method 92.222% 92.262%
LSTM 93.889% 91.566%

Table 2: Results obtained in the
BANSpEmo dataset

Algorithms Accuracy Precision score

SVM 97.484% 97.510%
KNN 98.742% 98.742%
Ensemble method 99.371% 99.378%
LSTM 99.371% 98.837%

Table 3: Results obtained in the Ban-
glaSER dataset

Algorithms Accuracy Precision score

SVM 85.714% 85.809%
KNN 91.156% 91.919%
Ensemble method 92.517% 92.546%
LSTM 94.558% 95.862%

In the KBES dataset, the best accuracy was
achieved by LSTM, which obtained an accu-
racy of 93.889%. On the other hand, the best
precision score was obtained by the ensemble
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Table 4: Existing methods and their results for gender classification from audio speech

Reference Description Accuracy

Wani et al. [13] SVM with time-frequency features. Two datasets were
used: EmoDB and IITKGP-SEHSC

83.00% on IITKGP-
SEHSC and 81.00%

on EmoDB
Ali et al. [20] Artificial neural network with MFCC 97.07%
Hamdi et al. [22] SVM with feature optimization technique 96.02%
Tursunov et al. [24] CNN with multi-attention module for feature extraction 96.00%
Mohammed and
Al-Irhayim [25]

BiLSTM with MFCC feature 90.82%

Son et al. [28] SVM and RNN with non-lexical speech features 86.58% using SVM
and 89.61% using

RNN
Chachadi and
Nirmala [33]

Neural Network-based model with concatenated features 94.32%

Ghosh et al. [34] Neural network-based model with combined features 90.74%
Badr and
Abdul-Hassan [35]

CatBoost-based algorithm for features selection and
SVM as classifier

89.62%

method. The ensemble method has produced bet-
ter results compared to the individual ML algo-
rithms (SVM and KNN) in this dataset. However,
in the BANSpEmo dataset, the best accuracy was
achieved by LSTM and ensemble method with an
accuracy of 99.371%. Nevertheless, the best preci-
sion score was obtained by the ensemble method
only. Also in this dataset, the ensemble method
has obtained better results than the individual ML
algorithms (SVM and KNN). In the BanglaSER
dataset, LSTM again outperformed other algo-
rithms with an accuracy of 94.558%. Unlike the
other two datasets, the LSTM model achieved the
best precision score on this dataset. Also, com-
bining SVM and KNN in the ensemble method
has produced an improved performance with an
accuracy of 92.517%.

In general, we can observe consistent patterns
of results across the three datasets where LSTM
consistently achieved the highest accuracy. In the
three datasets, the stacking ensemble method has
produced better results in comparison to the indi-
vidual ML algorithms (SVM and KNN). The
ensemble method leverages the strategies of indi-
vidual algorithms to improve the results. However,
overall, the LSTMmodel consistently achieved the
best accuracy across the three datasets. LSTM is
designed to effectively classify discrete categories
presented as sequential data. The chain-like struc-
ture of the LSTM model is tailored to capture the

long-term dependencies in the sequential represen-
tation of data, such as the MFCC representation of
audio data. LSTM models have produced remark-
able results not only in gender recognition from
audio speech but also in other speech-related tech-
niques, for example, speech emotion recognition
[36] and speaker recognition [37]. Existing meth-
ods and their results for gender classification from
audio speech are presented in Table 4.

7 Conclusion

In conclusion, the goal of this research was to
assess the effectiveness of ML and DL algorithms
in gender classification from audio speech. Since
our interactions with technologies are increas-
ing every day, being able to extract information
from audio speech is becoming increasingly essen-
tial. Gender classification from audio speech can
improve the interactions between humans and
technologies.

Both ML and DL have been utilized in pre-
vious studies for gender recognition from audio
speech. However, our aim was to present a com-
parative analysis between ML and DL algorithms.
Our study suggests that the ensemble method is
more effective than the individual ML algorithms
(SVM and KNN) in gender identification from
audio speech. In BANSpEmo dataset, the ensem-
ble method and LSTM obtained the best accuracy.
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In the KBES and EmoDB datasets, however, the
best accuracy was produced by the LSTM model.
So LSTM model consistently produced the best
accuracy across the three datasets. The best accu-
racies we obtained in BANSpEmo, KBES, and
BanglaSER were 99.371%, 93.889%, and 94.558%
respectively.

Future studies can apply the proposed meth-
ods to larger datasets. More ML and DL algo-
rithms, such as Random Forest, BiLSTM, CNN,
and others, can be implemented. Moreover, dif-
ferent ensemble approaches, such as bagging and
boosting, can also be utilized.
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