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ABSTRACT Machine translation has made significant progress in several Indian languages, but some,
known as computationally low-resourced languages, have seen very little work in this field. Dogri
language which is listed in the 8th Schedule of the Indian Constitution is one such language. The authors
has developed a Machine Translation System for the Hindi-Dogri pair in the fixed news domain using
three approaches: Rule-Based Machine Translation (developed using linguistic rules), Statistical
Machine Translation (built using the Moses toolkit), and Neural Machine Translation (developed using
neural networks). A comparison of all three approaches is presented in this paper. The paper also
discusses various research challenges identified in each approach used for machine translation. A corpus
of around 0.1 million sentences in the news domain was used for the development of corpus-based
techniques, i.e., SMT and NMT models. The authors also addressed the question of whether NMT
produces equivalent or better results compared to the SMT and RBMT approaches. Evaluation of the test
results was performed by language experts along with the Bilingual Evaluation Understudy (BLEU)
metric. In expert evaluation, it was observed that the NMT and SMT models' results are less ambiguous
compared to RBMT. The BLEU score of RBMTS is (79.65), SMT is (52.39) and Bidirectional
Embedding LSTM model of NMT is (52.46). The performances of the SMT and NMT models can
improve further with the increase in dataset (bilingual parallel corpus).

KEYWORDS Machine Translation, Hindi-Dogri Language Pair, Low-Resourced Languages, Neural
Machine Translation (NMT), Statistical Machine Translation (SMT), Rule-Based Machine Translation
(RBMT).

I. INTRODUCTION

The technological advancements have enabled digitization
in every sphere of life, yet there remains a digital divide
due to the language barrier. Every person without the
difference of gender, age, geographical domain needs
access to various kinds of information and applications
available for use to make daily tasks easier and time
saving. The Government of India has taken many digital
initiatives to provide access to each person in their
regional language, but computationally low resourced

languages like Dogri are still not visible on these
applications, which lead to dependency of major non
English knowing population on other people or with the
only resort the use of manual sources of information. It
has been observed that no government website in the state
currently displays content in the regional language Dogri,
despite it being declared an official language. One of the
hindrances in making content available in local languages
is the manual effort required to convert the content into
Dogri. This highlights the need for developing state-of-



the-art (SOTA) automated machine translation systems.
Such systems not only speed up the process but are also
cost-effective. It can aid in the translation of various
documents such as manuals, newspapers, academic content,
literature, and other necessary content in less time and in a
cost-effective manner. With intent to develop a state-of-the
art (SOTA) machine translation system (MTS) for Hindi-
Dogri language pair, the authors have worked on the three
major approaches of machine translations: a system based
on rule based approach, statistical MTS and a system
based on deep learning models. Machine translation (MT)
is a method that uses computer software to translate
source language text (such as Hindi) to a target language
(such as Dogri) while preserving the original meaning of
the source language. Translation is a challenging task for
both humans and machines, as it requires proper syntax
and semantic knowledge of both languages, but it has
emerged over the past ten years as a useful tool [1] for
overcoming communication barriers in natural language
processing. Machine translation (MT) methods are
generally divided into two categories: rule-based and
corpus-based approaches. Rule-based methods dominated
the field from the inception of MT until the 1990s [2][3].
Rule-based machine translation (RBMT) systems rely on
bilingual dictionaries and manually created rules to
translate text between languages. In this study, the authors
employed the direct approach of rule-based machine
translation, one of three approaches alongside indirect and
Interlingua methods. The direct approach, also known as
the first generation of machine translation, relies on large
dictionaries and word-by-word translation with simple
grammatical adjustments. It is designed for specific
language pairs, particularly closely related ones, making
development easier due to shared grammar and
vocabulary. However, this approach is limited to
bilingual, unidirectional translation and struggles with
ambiguous source texts.

With the emergence of bilingual corpora, corpus-based
approaches became the dominant approach to translate
text from one language to another after the 2000s. Mainly
three approaches of corpus-based MT techniques are very
popular that are example-based machine translation
(EBMT), statistical machine translation (SMT), and neural
machine translation (NMT). EBMT, established in the
mid-1980s, operates by retrieving similar sentence pairs
from a bilingual corpus to translate source texts [4]. If
similar sentence pairs can be retrieved, EBMT algorithms
produce high-quality translations. However, EBMT
approaches have low translation coverage because

include all the
phenomena of the language pairings.

In 1990, Brown [5] introduced the concept of Statistical
Machine Translation , where machines learn translation

bilingual corpora cannot linguistic

patterns from large datasets, removing the need for human
experts to manually define rules. By 1993, this concept
was formalized into five distinct SMT models [6].
Initially, a rule-based approach was developed [2][3]
followed by corpus-based approaches using statistical
machine translation (SMT) [5] and neural machine
translation (NMT) [7][8]. In this study, the authors
employed all three approaches for translating Hindi text
into Dogri text and analyzed the performance based on
adequacy, fluency, BLEU score, and ambiguity in the
translated text. The paper is structured into several
sections, including: methodology adopted for Machine
Translation Systems (MTS) for the Hindi to Dogri
language pair using RBMTS, SMT, and NMT; the
necessary datasets; the experimental setup for RBMTS,
SMT, and NMT models; research findings and challenges;
a comparative analysis of the results; and a conclusion.
A brief about the languages under study:
Hindi: Hindi is one of the two official languages of India.
Apart from India, the majority of people in Nepal speak
Hindi. It is also a protected language in South Africa and the
third official court language in UAE. It is the fourth most
spoken language in the world (Wikipedia, “Hindi”] [9]).
Dogri: In India, the Dogri language is spoken by over 5
million people in northern India (particularly in Jammu &
Kashmir, Himachal Pradesh, and some parts of Punjab) and
parts of Pakistan as a Pahari language (WIKIPEDIA,
“DOGRI.” [10] ). Dogri got the status of an official language
of the Union Territory of Jammu and Kashmir by the Jammu
and Kashmir re-organization act 2019. It got added to the 8th
Schedule of the Indian constitution in 2003. Both Hindi and
Dogri Language are written in the Devanagari script [11]
from left to right; however, Dogri has certain unique
characteristics that distinguish it from Hindi and few are
mentioned below:

1) Phonetically, some consonants produce
different sounds in Dogri compared to Hindi as
shown in the below table



Source Language A
(Hindi Text)

Translation

: Handling of Special :
Process ] :

Tokenization.
Text
Normalization
Replacing
Collocations
Replacing
Proper Nouns

Cases

* Analyzing the word h""_ ...........

fe e Handlllng of special
+ Identifying titles e N Target Language
* Lexicon Lookup (Dogri Text)
* Ambiguity Resolution ’ * Ka:‘(ﬁ}
* Morphological * Raha (Y@)

Analysis * laga (?77)

» Inflectional Analysis

Figure 1 Architecture of Rule-Based Machine Translation System

TABLE I
PHONETICALL DIFFERENCE BETWEEN HINDI AND DOGRI
E:fa sn;rr,r:ees iii) In Dogri, the Hindi symbols chandrabindu ()
Hindi and visarga (©:) are not used.
Hindi Dogri words that Phonetic iv) The letters &, W, =&, and 3 are solely used to
(Phoneticall | (Phoneticall are Pronunciatio transliterate Sanskrit words.
v) v) pron:unce nin Dogri V) Extra-long vowels are indicated by the sign (S)
differently eg. @IS (cand’) - election, SIS (bha’) -
in Dogri. marriage, 975 (gram’) - village.
9 (gha) D (ka) WX (ghara) DY (kara) vi) In Dogri, triple use of consonants is also seen
9 (jha) ¥ (ca) ' EE] ) FST (cad3) in some words, such as 919 (nanana ) - sister
(jhamda) in law, 9WAT (laggaga) - in use, HeAT
G (dha) < (ta) GIST (taba), | CIST (taba) (mannannd) - agree, ¥FH (sassa) - mother in
¥ (dha) d (ta) Y(dhana) dd (tana) law, T3 (babba) - father.
Y (bha) U (pa) (‘Jr;l-l?:;a) UNT (paga) vii) InhDofgrlil, nasalization (1~) isd also a phonehmic.
The following examples dem-onstrate how
@ (dha) c (ta) @IS (taba) | cIdT (taba) nasalization aéects thepmeaning of words.

ii) With the change in the tone of the word, the viii) qT (tam) — then, AT (t2) - heat , T (bamga) -
entire meaning of the word changes. The the crowing of a cock , @ (baga) - garden
apostrophe comma "' is used to represent the
tone, and it changes the meaning of the words - RULE-BASED MACHINE TRANSLATION SYSTEM
when it is placed on top of the word, as (BBMTS) . .
mentioned in the table II A direct approach of rule-based machine translation

system for Hindi language text to Dogri language text was

TABLE II developed by creating bilingual dictionaries and a large

MEANING OF THE WORD CHANGES WITH TONE collection of linguistic rules for Hindi and Dogri

Same languages where both the languages follow the same

Dogri Hindi Dogri. Hindi grammar structure[12]. The grammatical structure of the

Word | Meaning W0:d with Meaning Hindi language text is transferred into the Dogri language

one text using these intricate rules. The system's primary

chaflge —_ components include  pre-processing  (tokenization,

% (kuna) (g}?’; a) (g ,;L) (kauna) normalization, replacing the collocation and proper

, nouns), lexicon lookup, ambiguity resolution, Inflectional

(k?lz_ﬁra) (kﬁg) (kf;_ﬁra) giE! (nice) and Morphological Analysis followed by the handling of

T uhe B'E AT the special cases like Kar, Raha and Laga. The figure 1
(phada) (pakagia) (pha’ (:13) ($ekhi) depicts the architecture of the system.




A. DATASET USED FOR RBMTS

A dataset of 22,801 words and phrases was collected
under different categories, such as the creation of a Hindi-
to-Dogri dictionary, collection of collocation phrases,
collection of named entities, and standard words. Details
are provided in the below table III for the development of
the rule-based Hindi to Dogri machine translation system.

TABLE IV
SHOWS SYSTEM’S WRONG TRANSLATION RESULTS

Target Text
Dosri
Source Text (Dogri) Accurate
(Hindi) Translated by Dogri Text
RBMTS &
I AHTRT AR
(uttara _ o I AT (uttar amerika)
o (Javab amerika)
amerika)
AT AEHT e AT
] TEHT (&m adami
(@ma adami) | (Aanba adami) ( )
EER FHTT
" o o (Jitta
(vijaya fasm FuT (vijaya kumara)
_ kumara)
kumara)
TABLE V

COLLECTION OF AMBIGUOUS WORDS THAT CAN TAKE
MULTIPLE FORMS DEPENDING ON THE CONTEXT OF THE

TABLE 111
DATASET COLLECTED FOR THE DEVELOPMENT OF RBMTS
Total
S. i
Category Word / Meaning
No
Phrases
In this dictionary each Hindi
Dictionary word is represented by an
1 - . 18524 . A
(Hindi to Dogri) equivalent Dogri word.
Collocation phrases that need to
) Collocation 1834 be translated as a single unit not
Phrases individually are identified.
3 Named Entitics 2130 For proper noun identification
Standard words are the single
4 Standard Words 412 common .Va¥1ant for. multiple
words of similar meaning.

B. EVALUATION / FINDING OF RBMT SYSTEM

The current rule-based machine translation system relies
on a lexicon lookup dictionary containing approximately
22,900 words and phrases. Because of this limited size,
many Hindi words and phrases remain un-translated and
are directly carried over into the output in Dogri text
without any change. This reduces the accuracy of the final
output when translating proper nouns, collocations and
named entities. Additionally, in the case of polysemous
words in Hindi, such as &' (se), '3fi¥' (aur), 4T (diya), Fr
(kee) etc., where the exact translation depends on the
context of the conversation, the system generates output
with ambiguity. Table IV shows the output of RBMTS,
where the system does not recognize named entities,
resulting in incorrect Dogri translations. Table V displays
a collection of polysemous words that can take multiple
forms depending on the context of the conversation,
resulting in ambiguous output.

CONVERSATION
Target Text
Source Text (Dogri) The translation of Dogri words
- Translated by . .
(Hindi) RBMTS varies depending on the context

g (keh), Fg=T (kehdaa),

T (Kya) ¥ (keh)
% ( kusa)
1T (kold), o\t (thamaan),
I™T (uppara), g (jehe), F5

T (Se) T (Kola) (kannai), =T (cha), =T (da), 4T
(sha), =TT (chall), ¥ (gai),
I (uppara)

T (Aura) T (te) T (te), AT (ora), TFET (bakkhi)
AT (odeaa), =T (ditta) , Frar

f&am (Diya) | ST (odeaa)
(kita)
Hft (KitT), STEET (Asedaan),

#T (K1) T (KitT)
()

The following paragraph presents the translation of Hindi
text into Dogri text using RBMT. It contains several
incorrect translations of named entities, collocations, and
polysemous words. The text marked with strikethrough
indicates the incorrect translations produced by the
system, while the bold text represents the expected
translations:
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Figure 2 Preprocessing of the Hindi - Dogri Text Corpus

Hindi Text (Input)

Qe faurT & e S faadre I 7 JHaR &t
UG &8 & Te WA P GRT IR $S TN o=l
e SR fbU €1 IR WY # 3| AN & WY

qATHTd H1 | T SRME 396 Y SIS 3reqer =i
fraiR, el AT War, Tere Fewe fawa T,
SISRR sremer AT SHATE SR Tded faumT & o

fYHT Hieg g1 -8 Arorrell R faeR famsf fean
SRR srAg 4 e ¥ sad! B Wed Ji €@ ¥
faRid w1 & AT Uiside 991 &1 Hg11 39 dfeR @
IRGTR FIT T I I &R 81 39S 3,
I e RAWH Hex &1 3aRd &1 Wt Sirger fern|
d # gadt = A Wit ® wWdFar g @t efm

Yy &1 Set 9 et am, g ek e

TR BT a7 gian 3

(Paryatan vibhag ke nideshak dacf. Vivekananda raya ne
somavar ko basohali kshetra ke paryatan sthaloan ka daura
kar kuchh jartr1 disha nirdesh jart kie haianl unahone sath
mean am logoan ke sath mulashat kil is dauran unake sath
didis1 adhyaksha prashaanta kishora, sio rohit saradana,
sahayak nideshak vijaya sharma, bidis1 adhyaksha
sushama jamaval aur paryatan vibhag ke anya adhikari
maujud rahel nal yojanaoan par vichar vimarsha kiyal
didist adhyaksha ne nideshak se ilakoan ko paryatan ki
drushti se vikasit karane ke lie projekta banane ko kahal is
mandir ki charadivart karib ek sal se kshatigrasta hail
isake alava, unhoanne tirijma risepshan seantar ki imarat
ka bhi jayaja liyal aanta mean pruthvi shact ne sabhi ko
svatantrata divas ki agrim shubhakamanaean dian| jahaan
tin nadiyaan ganga, yamuna aur bhiimigat sarasvati ka
vilaya hota hail)

Dogri Text Output (Translated using RBMTS)

gt NemH wed Aged ¢ Feya o1 faasrg
TS I 7 THIR FHAR T FHgel IR < T 0L
= gde A o1 a9 ERT Biva foret sRed sl
=3 famm e 9t #1d 71 98 I'H Ba F 1 3
3T P ¢ DY aAIDId Bidl | 389 g0 R 32 bl

SRR um uRid S feRr, dish Afka ==
ARSI, HESUR HgRI® Moxe o faora i, Sk
UYT GNHT YIMT T o TR-Tuel Hesd qded
AgHH < BR SfIHR 7eg ¥g| T4 aerrell W faar
Targ faust oian SR vum A e wer it o
S Tt ST gded & ToR W & [dHdd A ¢
3T e S Tt 3TaaHT | 39 Her i &t arR-gardt
HA 3P I 2 eifowra U1 Uge i, 325 3°H gied
= Yer &t omRd g1 €t ot RE-vsaE Sig-usda
a1 DIl 37 TR T ggaie gt 7 A i 1 erd
faT & feai gyemmeh & fefaam S 3 afear wm,
ST & PRI TR g1 Hid B giaT U

lll. DATASET FOR CORPUS-BASED MT APPROACHES:
The dataset comprises Hindi to Dogri parallel text and
contains a total of 0.01 million sentence pairs, each with
fewer than 80 words per sentence [13]. The same corpus is
used to train both SMT and four different NMT models,
providing a true comparison of the two approaches. To
perform a comparative analysis of all machine translation
approaches, 100 random Hindi sentences are picked from
various sources and used to test the RBMTS, SMT, and
four NMT models. Table VI provides statistics on the
corpus.
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Figure 3 Architecture of Hindi to Dogri SMT System

TABLE VI
HINDI-DOGRI PARALLEL CORPUS STATISTICS USED FOR THE
DEVELOPMENT OF SMT AND NMT MODELS

Total
- no. of . .
Hmd{ to Hindi - | Hindi Uniqu Dogri Uniqu
Dataset Dogri Dogri word e word e
Division Text Hindi Dogri
parallel |s S
(Sources) words words
sentence
s
The
corpus
collected
from
various
sources
Total like news
Corpus used | papers, I~ ,:: 3 ,:: 2
for Training, | books, S Z @ N =
Validation | Standard S 2 8 = =
and Testing words,
Hindi to
Dogri
dictionary
, Dogri
Names
etc.
Testing
10 percent of the Total Corpus
Corpus
Validation 10 percent of the Total Corpus
Corpus
Corpus for
Comparativ | Random
e analysis of | text from
RBMTS, News 100 1741 156 1742 158
SMT and portals
NMT

A. PREPROCESSING OF CORPUS

To create a high-quality Hindi to Dogri parallel corpus,
data is collected from various sources [13] and then
proofread by a professional linguist. The data undergoes
preprocessing, which includes removing repeated words
or sentences, noisy data, incomplete words, special
characters/punctuation. Additionally, Devanagari
numerals (0, §, R, . ., R) are replaced with numeric digits
0,1, 2,..,9). Sentences with more than 80 words in both

Hindi and Dogri are excluded from the corpus during the
preprocessing phase. Figure 2 depicts the various stages of
preprocessing required to prepare the raw text data for
training the corpus-based models. A sample of the final
Hindi to Dogri parallel corpus is presented in Figure 6.

IV. STATISTICAL MACHINE TRANSLATION SYSTEM
(SMT)

Developing and maintaining rules in rule-based approach
is time-consuming, and transferring them across different
domains or languages is a complex task. As a result,
scaling rule-based systems for open-domain or
multilingual translation is challenging. In 1990, Brown et
al. introduced the SMT [5] model for machine translation,
and later, an SMT model specifically for Hindi to Dogri
translation was developed by the authors using the Moses
toolkit. The Moses toolkit by Koehn et al [14] trains the
translation model using aligned-text of both Hindi and
Dogri languages. Once the training is complete, the
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Figure 4 Encoder- Decoder Architecture of NMT

decoder uses Beam Search to translate the source text to
target language text. The Beam search algorithm selects
the translation with the highest probability. Figure 3
illustrates the architecture of the Hindi to Dogri SMT
system. SMT analyzes bilingual text corpora to create
translation rules, with translation accuracy depending on the
quality and size of the bilingual corpora.

A. EVALUATION / FINDING OF SMT SYSTEM

The SMT model is trained with a parallel corpus of
approximately 0.1 million sentences as shown in the table
IV. The translation results are generally quite accurate and
fluent, barring the translation of rare or unknown. The
system is producing UNK for words which are not part of
the training corpus. The System handled ambiguity in a
better way as compared to RBMTS. The detailed
comparison of results is shown in the table VI

V. NEURAL MACHINE TRANSLATION SYSTEM (NMT
Statistical Machine Translation (SMT) methods can
enhance translation quality significantly; however they
rely on log-linear models that include several manually
built components such as translation model, language
model, and reordering model. This frequently results in
substantial reordering issues, particularly with distant
language combinations. However, as deep learning
techniques advanced in disciplines such as voice and
vision, researchers began to incorporate them into
machine translation.

Nowadays, academics and researchers are focusing on
more sophisticated techniques, such as Deep Learning
machine translation system (MTS) and it is producing
better results [15]. In this paper authors have implemented
four deep learning models with embedding encoder and
decoder module for Hindi-Dogri translation. The figure 4
shows the general architecture of the neural machine
translation with encoder decoder. Deep learning
based Neural MT (NMT) models can now access all of the
information included in the source phrase and
automatically learn which parts are helpful at which stages
of synthesizing the output text due to the large amounts of
training dataset and unparalleled computer power. To
create a better machine translation system, many deep
learning methods and libraries are needed. The system
that will translate the sentence from the source language
to the target language is trained using RNNs, LSTMs,
GRUs, etc.

A. TRAINING SETUP FOR NMT MODELS

The machine language translation system for Hindi-Dogri
has been designed and implemented using four models:
embedding LSTM, Bidirectional LSTM (BiLSTM),
embedding BiLSTM, and Encoder-Decoder GRU. The
Tensor Flow framework has been wused for the
implementation task to achieve better performance. The
dataset is split into training and validation sets in a ratio

of 80:20, with 80% of the dataset used for training, 10%
for validation and 10 % for testing. The framework has
been implemented in Python using Google Colab, with a
minimum batch size of 32 for the training module. All



four models were trained for 50 epochs. The
implementation was done in Keras, using TensorFlow as
the backend, and all networks were trained on Tesla P100-
PCIE GPU. The table below shows the training and
validation Accuracy and Loss for each of the four models.
The figures numbered 5 to 8 below show the training and
validation accuracy, as well as the losses, for all four
models. %. All networks achieved near about same
accuracy and loss but bidirectional LSTM achieved the
best as shown in the table VII.

TABLE VII
TRAINING AND VALIDATION ACCURACY AND LOSS FOR FOUR NMT
MODELS
Model Name Training Training
and and
Validation Validation
Accuracy Loss
Embedding
LSTM 0.954 0.6461
Bidirectional
LSTM 0.955 0.426
Bidirectional
Embedding 0.953 2.27
LSTM
Encoder
Decoder 0.953 0.408

GRU




Training and validation accuracy Training and validation loss

8 —— Taining loss
0.955 ® \Validation loss
|
0.950 &
0945 4
0.940
2
0935 = Taining accuracy
= Validation accuracy
v . v . T . " T ol : : , ) - s :
00 25 50 75 100 125 150 175 00 25 50 75 100 125 150 175
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Figure 8 Showing Training and Validation Accuracy and Loss for the Encoder-Decoder GRU



Hindi Language Sentences

Dogri Language Sentences

4 a4 @i HSA H 34 ab HTR FIe] H YRS Dl 66 SATdlodl bl AR |5° 9 l Lol 491 g1 'R HRHR "Iel d YR&7aa 11 66 iy 711 ARA o Hbadl
RM & w2 it @
Tored wigH 9 # 11 GERaTs e [y e fod =1 SF 19 11 GETTG e B A g

T SAIGT 17 HEH! 3d & AeiH § AR 0 4

TR TG 17 D! 0T B T AT §

TIamI fofdl & JeTUR Sal 1 15 8¢ | SA16d aal GoYs 1 HIad! 9187
TRER U ATl F Ui GosaTel ol dRemEal 3 AR R

T

Torl & ToTURT 541 A 15 H¢ YA 7d R dail AoHS o D! STe- e ¢
U GERIGTIS T RIS AR

ST fofell HIS 3 U Wb eail Sfeh! Tid §

3¢ o foren wist d 5% Ui ATad! JIa

STRE 7 T % Ueh waM WelG Sieieh o 309 e 5U §

HREA 9 T § 5% o/aM We6lG oG & &l o) 9ha s A

Tols ®ia 9 SRMR 507G 15T T 8

151 M SIET A GAR o §RIG Sid 14

54S I o1 8 o | Flarsd se3e ars i & af s off

oS O oid 11 od ° AieRd Seie Ia A o ol 7S 8

TRETEC BT THAR 0 I ASURT B BI-6H Td | 2Maiedl & U 98 od &
QU g @ g et ot

FREMER T SRAR el I0 & o TS 9 by & 5@ 93 9 & ©0 o af
e firedl gt

59 STUC & SATUR TR THAMTON A 91 &1 44 TP TSHTE IR SR B
182 3T 183 FCIeT- & waMl & W ficies 3am Bt tREc] Bt

39 3L ¢ YR IUR THaATl A O af 44
TCIer & v oy P @ & et

TZHT o GIARUTTE &f 182 d 183

9 GRIH U HbH # g0 (Gl 3 Sar R desdls Tkl s

59 GRM 5% 90 o B0 & 3Mdiehd ofaM SUR dEsdls e sxamsar

ST 3 A GHIRT 3R DS SR Al Bl STEgHUT B B Al [l

ST Al SHITST s IR SATdRhd T HHEHU &3 &l Hisl el

39 & AR 34 @HIMAI 3R SHdFl U2 BRI SRl 3@l A

RIS gHIA d oA SR BRI SIRi IaE!

9 R o @1 Fae] R 3 59S I 8 TR

59 9UR @ & Al AR 9 059S T O 18

%R A & dad ol By Mad! To! AR TR, Ticb-1 SEhaR @l Ui Aaiedl

FRGR I d DI, & GBI A AT T3, T IEHAR T 0ol AGIpd 71 AR 9 HHAE]

HEAR 451 %ﬁ%ﬂéﬁﬁﬁmwﬁtﬁ fidrll o AR I &1 gIP d gu
B GG 3 ? 5 z
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Figure 5 Sample of Bilingual Hindi to Dogri Parallel Coprus

A. EVALUATION / FINDING OF NMT SYSTEM

NMT wuses neural networks, with each neuron
processing data mathematically. Initially, the network is
trained by feeding bilingual Hindi to Dogri parallel text
corpra and adjusting the weights of the neurons based
on the error in translation. NMT systems continuously
fine-tune themselves, leading to improved results. NMT
is more reliable than SMT, particularly for low-
resourced languages, as it better accounts for context

and produces more human-like translations.

VI. COMPARATIVE ANALYSIS OF TRANSLATION
RESULTS

Recent research has documented the differences between
various MT systems with respect to the output quality and
error types. Some researchers [7] [16] have used
automatic evaluation metrics such as TER [17] and
BLEU [18] and Others have assessed MT systems based
on adequacy and fluency through human evaluations of
the translation output [19]. Some studies have also
combined human evaluation methods with automatic
evaluation metrics (AEMs) for a more comprehensive
analysis [20] [21]. In this study the results of all the three
approaches of MT are evaluated by linguist experts
(human evaluation) and by using automatic evaluation
system (BLEU) technique.



TABLE VIII
COMPARATIVE ANALYSIS OF RESULTS OF ALL THE APPROACHES
DEVELOPED IN THIS STUDY

MT-System Adequacy Fluency BLEU
Score
RBMTS 3.8 4.0 79.65
SMT 2.8 2.9 52.39
Embedding 2.7 2.9 45.05
LSTM
Bidirectional 2.5 2.5 43.06
LSTM
Bidirectional 2.8 3.0 52.46
Embedding
LSTM
Encoder 2.1 2.3 41.47
Decoder GRU

A. HUMAN EVALUATION OF HINDI TO DOGRI TEXT

The text results are evaluated on the basis of adequacy of
the output text to the extent it conveys the same meaning
as of the input text and fluency that evaluates the output
text's grammatical accuracy and naturalness on a scale of
1 to 5. Higher the value means better results as mentioned
in the table no.

B. AUTOMATIC EVALUATION USING BLUE SCORE

Out of various tools available for automatic translated text
evaluation, we used BUEL score in our study for the
comparison of text results of three systems as shown in
the table no VIII

C. SAMPLE OUTPUT

The section below demonstrates the output generated by
all three machine translation approaches on 100 sample
texts gathered from various news portals. The accuracy of
the output is evaluated by comparing it with the reference
text in Dogri translated by professional linguists to gain a
better understanding of the distinct variations among the
three suggested approaches

Hindi Text 1: dTfd AN &1 ﬁﬁ%ﬂ o 9 (taki logoan
ko suvidha mil sake)

Dogri Reference Text 1: Tt e 1 gﬁflf B g
(taanje lokean gi suvidha thhor sakai)

Dogri Text (RBMTS): dfS @id 1t gae firee T
(taanje lokean g1 subadha milla sakai)

Dogri Text (SMT): diol aeh! 1t JaeT B1S I (taanje
lokadan gr subadha thhot sakai)

Dogri Text (NMT): GIEASICl REEII fored 9 (tdanje

lokean gt subadha milla sakai)

Hindi Text 2: TH Td Ul Iui3R Rig &1 SeTe & g
T 3T RT3 G forat T 10 &N = AR U
RIBTId G PS © (es es pT rajeshvar sianha ka
kahanahai ki sdanba jamma kathua rajorT aur
puanchha jiloan se 10 logoan ne hamare pas shikayat
darja karar hai)

Dogri Reference Text 2: T U o7 ?757%? @5’ al
RG] T & FIaT T BF ST IGR] @ ges foret &y 10
WWWW@WWW@(ES es pi rdjeshvar
sianha da akhana ai je saanba jamma kathua rajon te
puanchha jilean thamaan 70 lokean sadha::e kol
shakait darja karar ai)

Dogri Text 2(RBMTS): TH TH Ut g1 R a7 3me=n T
S ST S HFST AT o Y& foret it 10 Adb 3 w1e
ﬁam%aﬁw%if (ah es es pee samraat sinh daa
aakhanaa ai je saanbaa jammoo kathuaa raajoree te
punchh zailen kolaa 10 loken nai saadhxe kol shakait
darj karaa_ii ai)

Dogri Text 2(SMT): T TH I ToiR Rig T AT
T S H@ 31T IeI! o G fo1dl § 10 Al Wie i
b d GOl BRI (ah es es pee raajeshvar sinh daa

chhaananaa ai je saambaa jammoo kathuaa rajoree te



punchh jile de 10 lokaan saadhe kol shakait darj
karaa_ii)

Dogri Text 2(NMT): T4 T9 Ui g Rig ar s g &
TS S FHG AT AR d Y et /M 10 e = A1 Bt
[ Gol U (ah es es pee sinh sinh daa aakhanaa ai je
saanbaa jammoo kathuaa raajoree te punchh zailen

shaa 10 loken nai saadhxe kol shakait darj ai)

Hindi Text 3: R YR TR TH Agad T 37TS 3R
TA DTS (jisake adhar par ek sanyukta ef ar ar darja
kT gaT hai)

Dogri Reference Text 3: Gga §174913 TR 5% &Il T%
38 37 g Hidt 1 ¢ (jehde buniyad par ik saanzi ef
arar dara Kifi gei ai)

Dogri Text 3(RBMTS): SIg¢ §+1A1G TR 3Hdg UH 35
IR PR T (jehde buniyad par ikakatthe ef a1 ar
darja dT geT ai)

Dogri Text 3(SMT): o ¢ gf-aTg IUR 3 Hiel th
TS 3R T Bt 78 Q (jis de buniyad uppar ik saanzi
ef a1 ar darja kit ger ai)

Dogri Text 3(NMT): 9§ §f-1E W 36 &g Th 31T
3R TSl BIdT 73 T (jehde buniyad par ik katthe ef a1 ar
darja kitT geT ai)

Hindi Text 4: Y&TaY &1 Td HTS 3R 984 & &9 3feg
UH &1 Ui % (rakshabandhan ka parva bhar aur
bahan ke bich attd prem ka pratik hai)

Dogri Reference Text 4. vRgS] a7 gd YIS 9T T
32 TN GT i@ U (rakkhaSi oa parva bhra’ te bhain
ch attd pyar aa prafik ai)

Dogri Text 4(RBMTS): 3a@a! 1 Ud YIS & 941 ¢ foma
3¢ WR & ARt T (rakkha$T da parva bhra’ te bhain
de bichcha attd pyar da nashan ai)

Dogri Text 4(SMT): J6@a! &1 U4 YIS o 941 F 3¢ WR
ETEFEﬁEFﬁf (rakkhaST da parva bhra’ te bhain ch attd
pyar da pratik ai)

Dogri Text 4(NMT): IS &1 Td YIS & 99 ¢ fo=a ¥
TRy (rajakt da parva bhra’ te bhain de bichcha ai
pyar da ai)

VIl. CONCLUSION

Each machine translation method has its own set of
advantages and disadvantages, making it imperative to
choose the one that aligns with the unique requirements and
constraints of each translation task, including the language
pairs, the subject matter domain, and available resources. In
our research on translating Hindi to Dogri text, where both
languages follow the same syntax structure and training data
is limited, Rule-Based systems have proven to be more
effective than SMT and NMT systems. Rule-Based machine
translation (RBMT) is now overshadowed by statistical and
neural methods, it was pivotal in the early development of
the field. Its focus on linguistic precision and rule-based
modeling remains important for certain use
particularly in domain-specific translations and for languages
with limited resources. Among the four models of NMT, the
Bidirectional Embedding LSTM model outperforms the
other three neural models and the statistical model. Deep
learning models are the future of machine translation, and
with larger high-quality datasets, better results are expected.
In the future, the author plans to experiment with hybrid MT
systems that combine the domain-specific expertise of
RBMT systems with the natural language processing
capabilities of NMT systems to produce more robust
translation. Throughout the study, any unknown words were
left un-translated and remained as they appeared in the target
text in all three machine translation approaches. This
approach highlights the need for a more effective technique
to handle unknown words in the future. It is a wise decision
to adapt the appropriate networks and deep learning
algorithms since it tailored the system to maximize the
translation system's accuracy in comparison to others.

cases,
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