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ABSTRACT Machine translation has made significant progress in several Indian languages, but some, 
known as computationally low-resourced languages, have seen very little work in this field. Dogri 
language which is listed in the 8th Schedule of the Indian Constitution is one such language. The authors 
has developed a Machine Translation System for the Hindi-Dogri pair in the fixed news domain using 
three approaches: Rule-Based Machine Translation (developed using linguistic rules), Statistical 
Machine Translation (built using the Moses toolkit), and Neural Machine Translation (developed using 
neural networks). A comparison of all three approaches is presented in this paper. The paper also 
discusses various research challenges identified in each approach used for machine translation. A corpus 
of around 0.1 million sentences in the news domain was used for the development of corpus-based 
techniques, i.e., SMT and NMT models. The authors also addressed the question of whether NMT 
produces equivalent or better results compared to the SMT and RBMT approaches. Evaluation of the test 
results was performed by language experts along with the Bilingual Evaluation Understudy (BLEU) 
metric. In expert evaluation, it was observed that the NMT and SMT models' results are less ambiguous 
compared to RBMT. The BLEU score of RBMTS is (79.65), SMT is (52.39) and Bidirectional 
Embedding LSTM model of NMT is (52.46). The performances of the SMT and NMT models can 
improve further with the increase in dataset (bilingual parallel corpus). 

KEYWORDS Machine Translation, Hindi-Dogri Language Pair, Low-Resourced Languages, Neural 
Machine Translation (NMT), Statistical Machine Translation (SMT), Rule-Based Machine Translation 
(RBMT).

I. INTRODUCTION 

The technological advancements have enabled digitization 
in every sphere of life, yet there remains a digital divide 
due to the language barrier. Every person without the 
difference of gender, age, geographical domain needs 
access to various kinds of information and applications 
available for use to make daily tasks easier and time 
saving. The Government of India has taken many digital 
initiatives to provide access to each person in their 
regional language, but computationally low resourced 

languages like Dogri are still not visible on these 
applications, which lead to dependency of major non 
English knowing population on other people or with the 
only resort the use of manual sources of information. It 
has been observed that no government website in the state 
currently displays content in the regional language Dogri, 
despite it being declared an official language. One of the 
hindrances in making content available in local languages 
is the manual effort required to convert the content into 
Dogri. This highlights the need for developing state-of-



  

the-art (SOTA) automated machine translation systems. 
Such systems not only speed up the process but are also 
cost-effective. It can aid in the translation of various 
documents such as manuals, newspapers, academic content, 
literature, and other necessary content in less time and in a 
cost-effective manner. With intent to develop a state-of-the 
art (SOTA) machine translation system (MTS) for Hindi-
Dogri language pair, the authors have worked on the three 
major approaches of machine translations: a system based 
on rule based approach, statistical MTS and a system 
based on deep learning models. Machine translation (MT) 
is a method that uses computer software to translate 
source language text (such as Hindi) to a target language 
(such as Dogri) while preserving the original meaning of 
the source language. Translation is a challenging task for 
both humans and machines, as it requires proper syntax 
and semantic knowledge of both languages, but it has 
emerged over the past ten years as a useful tool [1] for 
overcoming communication barriers in natural language 
processing. Machine translation (MT) methods are 
generally divided into two categories: rule-based and 
corpus-based approaches. Rule-based methods dominated 
the field from the inception of MT until the 1990s [2][3]. 
Rule-based machine translation (RBMT) systems rely on 
bilingual dictionaries and manually created rules to 
translate text between languages. In this study, the authors 
employed the direct approach of rule-based machine 
translation, one of three approaches alongside indirect and 
Interlingua methods. The direct approach, also known as 
the first generation of machine translation, relies on large 
dictionaries and word-by-word translation with simple 
grammatical adjustments. It is designed for specific 
language pairs, particularly closely related ones, making 
development easier due to shared grammar and 
vocabulary. However, this approach is limited to 
bilingual, unidirectional translation and struggles with 
ambiguous source texts.  
With the emergence of bilingual corpora, corpus-based 
approaches became the dominant approach to translate 
text from one language to another after the 2000s. Mainly 
three approaches of corpus-based MT techniques are very 
popular that are example-based machine translation 
(EBMT), statistical machine translation (SMT), and neural 
machine translation (NMT). EBMT, established in the 
mid-1980s, operates by retrieving similar sentence pairs 
from a bilingual corpus to translate source texts [4]. If 
similar sentence pairs can be retrieved, EBMT algorithms 
produce high-quality translations. However, EBMT 
approaches have low translation coverage because 

bilingual corpora cannot include all the linguistic 
phenomena of the language pairings. 
In 1990, Brown [5] introduced the concept of Statistical 
Machine Translation , where machines learn translation 
patterns from large datasets, removing the need for human 
experts to manually define rules. By 1993, this concept 
was formalized into five distinct SMT models [6]. 
Initially, a rule-based approach was developed [2][3] 
followed by corpus-based approaches using statistical 
machine translation (SMT) [5] and neural machine 
translation (NMT) [7][8]. In this study, the authors 
employed all three approaches for translating Hindi text 
into Dogri text and analyzed the performance based on 
adequacy, fluency, BLEU score, and ambiguity in the 
translated text. The paper is structured into several 
sections, including: methodology adopted for Machine 
Translation Systems (MTS) for the Hindi to Dogri 
language pair using RBMTS, SMT, and NMT; the 
necessary datasets; the experimental setup for RBMTS, 
SMT, and NMT models; research findings and challenges; 
a comparative analysis of the results; and a conclusion.  
A brief about the languages under study:  
Hindi: Hindi is one of the two official languages of India. 
Apart from India, the majority of people in Nepal speak 
Hindi. It is also a protected language in South Africa and the 
third official court language in UAE. It is the fourth most 
spoken language in the world (Wikipedia, “Hindi”] [9]). 
Dogri: In India, the Dogri language is spoken by over 5 
million people in northern India (particularly in Jammu & 
Kashmir, Himachal Pradesh, and some parts of Punjab) and 
parts of Pakistan as a Pahari language (WIKIPEDIA, 
“DOGRI.” [10] ). Dogri got the status of an official language 
of the Union Territory of Jammu and Kashmir by the Jammu 
and Kashmir re-organization act 2019.  It got added to the 8th 
Schedule of the Indian constitution in 2003. Both Hindi and 
Dogri Language are written in the Devanāgarī script [11] 
from left to right; however, Dogri has certain unique 
characteristics that distinguish it from Hindi and few are 
mentioned below: 

i) Phonetically, some consonants produce 
different sounds in Dogri compared to Hindi as 
shown in the below table  
 
 
 
 
 
 
 
 
 
 



  

TABLE I 
PHONETICALL DIFFERENCE BETWEEN HINDI AND DOGRI 

Hindi 
(Phoneticall

y) 

Dogri 
(Phoneticall

y) 

Examples 
of some 

Hindi 
words that 

are 
pronounce

d 
differently 
in Dogri. 

Phonetic 
Pronunciatio

n in Dogri 

घ (gha) क (ka) घर (ghara)  कर (kara) 

झ (jha) च (ca) 
झंडा 

(jhaṃḍā) चंडा (caḍā) 

ढ (ḍha) ट (ṭa) ढाबा (ṭābā),   टाबा (ṭābā) 
ध (dha) त (ta) धन(dhana) तन (tana) 

भ (bha) प (pa) 
भाग 
(pāga) पाग (pāga) 

ढ (ḍha) ट (ṭa) ढाबा (ṭābā) टाबा (ṭābā) 
 

ii) With the change in the tone of the word, the 
entire meaning of the word changes. The 
apostrophe comma '’' is used to represent the 
tone, and it changes the meaning of the words 
when it is placed on top of the word, as 
mentioned in the table II 
 

TABLE II 
MEANING OF THE WORD CHANGES WITH TONE  

Dogri 
Word 

Hindi 
Meaning 

Same 
Dogri 

word with 
tone 

change 

Hindi 
Meaning 

कुन (kuna) 
घुन 

(ghuna) 
कु’न 

(ku’na) 
कौन 

(kauna) 
ख᭨ल 

(khalla) 
खाल 

(khāla) 
ख'᭨ल 

(kha'lla) 
नीचे (nīce) 

फड़ 
(phaḍa) 

पकड़ 
(pakaḍa) 

फ’ड़ 
(pha’ḍa) 

शेखी 
(śekhī) 

 
 

iii) In Dogri, the Hindi symbols chandrabindu  (◌ँ) 
and visarga (◌ः) are not used. 

iv) The letters ᭃ, ष, ऋ, and ᭄ are solely used to 

transliterate Sanskrit words. 

v) Extra-long vowels are indicated by the sign (ऽ) 
eg. चनाऽ (canā’) - election, ᭣हाऽ (bhā’) - 

marriage, ᮕांऽ (grāṃ’)  - village. 

vi) In Dogri, triple use of consonants is also seen 

in some words, such as ननान (nanāna ) - sister 

in law, ल᭏गग (laggaga) - in use, म᭠ नना 
(mannannā) - agree, स᭭स (sassa) - mother in 

law, ब᭣ब (babba) - father. 

vii) In Dogri, nasalization (◌̃) is also a phonemic. 
The following examples dem-onstrate how 
nasalization affects the meaning of words. 

viii) तां (tāṃ) – then,  ता (tā) - heat , बांग (bāṃga) - 

the crowing of a cock ,  बाग (bāga) - garden 

II. RULE-BASED MACHINE TRANSLATION SYSTEM 
(RBMTS) 

A direct approach of rule-based machine translation 
system for Hindi language text to Dogri language text was 
developed by creating bilingual dictionaries and a large 
collection of linguistic rules for Hindi and Dogri 
languages where both the languages follow the same 
grammar structure[12]. The grammatical structure of the 
Hindi language text is transferred into the Dogri language 
text using these intricate rules. The system's primary 
components include pre-processing (tokenization, 
normalization, replacing the collocation and proper 
nouns), lexicon lookup, ambiguity resolution, Inflectional 
and Morphological Analysis followed by the handling of 
the special cases like Kar, Raha and Laga. The figure 1 
depicts the architecture of the system. 

 

Figure 1 Architecture of Rule-Based Machine Translation System 



  

 

A. DATASET USED FOR RBMTS 

A dataset of 22,801 words and phrases was collected 
under different categories, such as the creation of a Hindi-
to-Dogri dictionary, collection of collocation phrases, 
collection of named entities, and standard words. Details 
are provided in the below table III for the development of 
the rule-based Hindi to Dogri machine translation system.  

 
TABLE III 

DATASET COLLECTED FOR THE DEVELOPMENT OF RBMTS  

S. 
No 

Category 
Total 

Word / 
Phrases 

Meaning 

1 
Dictionary 

(Hindi to  Dogri) 
18524 

In this dictionary each Hindi 
word is represented by an 
equivalent Dogri word. 

2 
Collocation 
Phrases 

1834 

Collocation phrases that need to 
be translated as a single unit not 
individually are identified. 

3 Named Entities 2130 
For proper noun identification 

4 Standard Words 412 

Standard words are the single 
common variant for multiple 
words of similar meaning. 

B. EVALUATION / FINDING OF RBMT SYSTEM 

The current rule-based machine translation system relies 
on a lexicon lookup dictionary containing approximately 
22,900 words and phrases. Because of this limited size, 
many Hindi words and phrases remain un-translated and 
are directly carried over into the output in Dogri text 
without any change. This reduces the accuracy of the final 
output when translating proper nouns, collocations and 
named entities. Additionally, in the case of polysemous 

words in Hindi, such as 'से' (se), 'और' (aur), ᳰदया (diyā), कᳱ 
(kee) etc., where the exact translation depends on the 

context of the conversation, the system generates output 
with ambiguity. Table IV shows the output of RBMTS, 
where the system does not recognize named entities, 
resulting in incorrect Dogri translations. Table V displays 
a collection of polysemous words that can take multiple 
forms depending on the context of the conversation, 
resulting in ambiguous output. 

 
 
 
 
 
 

TABLE IV 

SHOWS SYSTEM’S WRONG TRANSLATION RESULTS 
 

Source Text 
(Hindi) 

Target Text 
(Dogri) 

Translated by 
RBMTS 

 

Accurate 
Dogri Text 

उᱫर अमेᳯरका 
(uttara 

amerikā) 

जवाब अमेᳯरका 
(Javāb amerikā) 

उᱫर अमेᳯरका (uttar amerikā) 

आम आदमी 

(āma ādamī) 

अबं आदमी 

(Aanba ādamī) 
आम आदमी (ām ādamī) 

िवजय कुमार 

(vijaya 

kumāra) 

िजᱫ कुमार (Jitta 

kumāra) 
िवजय कुमार (vijaya kumāra) 

 
TABLE V 

COLLECTION OF AMBIGUOUS WORDS THAT CAN TAKE 

MULTIPLE FORMS DEPENDING ON THE CONTEXT OF THE 

CONVERSATION 

Source Text 
(Hindi) 

Target Text 
(Dogri)  

Translated by 
RBMTS 

 

The translation of Dogri words 
varies depending on the context 

᭍या (Kyā) केᲝ   (keh) 
केᲝ (keh),  केᲝ ड़ा (kehdaa),      

कुस ( kusa) 

से (Se) कोला (kolā) 

कोला (kolā), थमां (thamāan), 

उ᭡पर (uppara), जेहे (jehe), क᳖ ै

(kannai), चा (chā),  दा (dā), शा 

(shā), चा᭨ली (chāllī), ग ै(gai), 

उ᭡पर (uppara) 

और (Aura) ते (te) ते (te), ओर (ora), ब᭍खी (bakkhī) 

ᳰदया (Diyā) ओड़ेआ (odeaa) 
ओड़ेआ (odeaa), ᳰदᱫा (dittā) , कᳱता 

(kītā) 

कᳱ (Kī) कᳱती (kītī) 
कᳱती (kītī), आसेआां (āseāāan), 

दी(dī) 

  
The following paragraph presents the translation of Hindi 
text into Dogri text using RBMT. It contains several 
incorrect translations of named entities, collocations, and 
polysemous words. The text marked with strikethrough 
indicates the incorrect translations produced by the 
system, while the bold text represents the expected 
translations:  
 
 
 
 



  

Hindi Text (Input) 

पयŊटन िवभाग के िनदेशक डॉ .िववेकानंद राय ने सोमवार को 
बसोहली Ɨेũ के पयŊटन ˕लो ंका दौरा कर कुछ जŝरी िदशा 
िनदőश जारी िकए हœ। उनहोने साथ मŐ आम लोगो ं के साथ 
मुलाक़ात की। इस दौरान उनके साथ डीडीसी अȯƗ Ůशांत 
िकशोर, सीओ रोिहत सरदाना, सहायक िनदेशक िवजय शमाŊ, 
बीडीसी अȯƗ सुषमा जमवाल और पयŊटन िवभाग के अɊ 
अिधकारी मौजूद रहे। नई योजनाओ ं पर िवचार िवमशŊ िकया। 

डीडीसी अȯƗ ने िनदेशक से इलाको ं को पयŊटन की ̊िʼ से 
िवकिसत करने के िलए Ůोजेƃ बनाने को कहा। इस मंिदर की 
चारदीवारी करीब एक साल से ƗितŤˑ है। इसके अलावा, 
उɎोनें टूįरǚ įरसे̪शन सŐटर की इमारत का भी जायजा िलया। 

अंत मŐ पृțी शॉ ने सभी को ˢतंũता िदवस की अिŤम 
शुभकामनाएं दी।ं जहां तीन निदयां गंगा, यमुना और भूिमगत 
सरˢती का िवलय होता है। 

(Paryaṭan vibhāg ke nideshak ḍa◌ॉ. Vivekānanda rāya ne 

somavār ko basohalī kṣhetra ke paryaṭan sthaloan kā daurā 

kar kuchh jarūrī dishā nirdesh jārī kie haian। unahone sāth 

mean ām logoan ke sāth mulāक़āt kī। is daurān unake sāth 

ḍīḍīsī adhyakṣha prashāanta kishora, sīo rohit saradānā, 
sahāyak nideshak vijaya sharmā, bīḍīsī adhyakṣha 
suṣhamā jamavāl aur paryaṭan vibhāg ke anya adhikārī 

maujūd rahe। naī yojanāoan par vichār vimarsha kiyā। 
ḍīḍīsī adhyakṣha ne nideshak se ilākoan ko paryaṭan kī 

dṛuṣhṭi se vikasit karane ke lie projekṭa banāne ko kahā। is 

mandir kī chāradīvārī karīb ek sāl se kṣhatigrasta hai। 
isake alāvā, unhoanne ṭūrijma risepshan seanṭar kī imārat 

kā bhī jāyajā liyā। aanta mean pṛuthvī sha◌ॉ ne sabhī ko 

svatantratā divas kī agrim shubhakāmanāean dīan। jahāan 

tīn nadiyāan gangā, yamunā aur bhūmigat sarasvatī kā 

vilaya hotā hai।) 
Dogri Text Output (Translated using RBMTS) 
 

सैर -सपाटा मैह्   कमा पयŊटन मैह ्  कमŐ दे िनदेशक डा िववेकानंद 

राऽ राय नै सोमबार सोमवार गी बसोहली खेतर दे सैर -सपाटा 
˕लो ंपयŊटन ˕लŐ दा दौराइयै दौरा कįरयै िकश ज़ŝरी बƀी 
जŝरी िदशा िनदőश जारी कीते न। उनहोने उ'नŐ कɄै च गै अंब 

आम लोकŐ  दे कɄै मुलाकात कीती। इस दुरान दौरान उंʼदे कɄै 

डीडीसी Ůधान Ůशांत नबालग िकशोर, सीओ रोिहत ठंडोना 
सरदाना, मददगार सहायक िनदेशक िजȅ िवजय शमाŊ, बीडीसी 
Ůधान सुषमा सुशमा जमवाल ते सैर -सपाटा मैह्   कमा पयŊटन 

मैह ्  कमŐ दे होर अिधकारी मजूद रेह्। नमी ंयोजनाओ ंपर िबचार 

सलाह्    िवमशŊ कीता। डीडीसी Ůधान नै िनदेशक कोला गी लाकœ  
लाके गी सैर-सपाटा पयŊटन दी नज़र शा कɄै िवकसत करने दे 

आˑै Ůोजेƃ बनाने गी आखेआ। इस मंदर कीती दी चार -दवारी 
करीब इक बʼरŐ  शा ƗितŤˑ ऐ। एह्   दे अलावा, उʼनœ उʼनŐ टूįरǚ 

įरसे̪शन सŐटर दी अमारत दा दी बी परख -पड़ताल जांच-पड़ताल 

लैता कीती। अंत खीर च मृȑुलोक पृțी शा नै सारŐ  गी अजादी 
िदन दी िदयां शुभकामनाओ दी ं िदितया। िजȈै ũै निदयां गंगा, 
जमना ते भूिमगत सरˢती दा मौत मेल होदंा ऐ। 
 
III. DATASET FOR CORPUS-BASED MT APPROACHES: 

The dataset comprises Hindi to Dogri parallel text and 
contains a total of 0.01 million sentence pairs, each with 
fewer than 80 words per sentence [13]. The same corpus is 
used to train both SMT and four different NMT models, 
providing a true comparison of the two approaches. To 
perform a comparative analysis of all machine translation 
approaches, 100 random Hindi sentences are picked from 
various sources and used to test the RBMTS, SMT, and 
four NMT models. Table VI provides statistics on the 
corpus.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2 Preprocessing of the Hindi - Dogri Text Corpus 



  

 
 

TABLE VI 

HINDI-DOGRI PARALLEL CORPUS STATISTICS USED FOR THE 

DEVELOPMENT OF SMT AND NMT MODELS 

 

Dataset 
Division 

Hindi to 
Dogri 
Text 
(Sources) 

Total  
no. of  
Hindi  - 
Dogri 
parallel 
sentence
s 

Hindi 
word
s 

Uniqu
e 
Hindi 
words 

Dogri 
word
s 

Uniqu
e 
Dogri 
words 

Total 
Corpus used 
for Training, 
Validation 
and Testing 

The 
corpus 

collected 
from 

various 
sources 

like news 
papers, 
books, 

Standard 
words, 

Hindi  to 
Dogri 

dictionary
, Dogri 
Names 

etc. 

100,000 

7,71,930 

67,332 

7,77,401 

66,184 

Testing 
Corpus 

10 percent of the Total Corpus 

Validation 
Corpus 

10 percent of the Total Corpus 

Corpus for  
Comparativ
e analysis of 

RBMTS, 
SMT and 

NMT 

Random 
text from 

News 
portals 

100 1741 156 1742 158 

 
 

A. PREPROCESSING OF CORPUS 

To create a high-quality Hindi to Dogri parallel corpus, 
data is collected from various sources [13] and then 
proofread by a professional linguist. The data undergoes 
preprocessing, which includes removing repeated words 
or sentences, noisy data, incomplete words, special 
characters/punctuation. Additionally, Devanagari 

numerals (०, १, २, . . , ९) are replaced with numeric digits 

(0, 1, 2, .., 9). Sentences with more than 80 words in both 

Hindi and Dogri are excluded from the corpus during the 
preprocessing phase. Figure 2 depicts the various stages of 
preprocessing required to prepare the raw text data for 
training the corpus-based models. A sample of the final 
Hindi to Dogri parallel corpus is presented in Figure 6. 

 

IV. STATISTICAL MACHINE TRANSLATION SYSTEM 
(SMT) 

Developing and maintaining rules in rule-based approach 
is time-consuming, and transferring them across different 
domains or languages is a complex task. As a result, 
scaling rule-based systems for open-domain or 
multilingual translation is challenging. In 1990, Brown et 
al. introduced the SMT [5] model for machine translation, 
and later, an SMT model specifically for Hindi to Dogri 
translation was developed by the authors using the Moses 
toolkit.  The Moses toolkit by Koehn et al [14]  trains the 
translation model using aligned-text of both Hindi and 
Dogri languages. Once the training is complete, the 

 

Figure 3 Architecture of Hindi to Dogri SMT System 



  

decoder uses Beam Search to translate the source text to 
target language text. The Beam search algorithm selects 
the translation with the highest probability. Figure 3 
illustrates the architecture of the Hindi to Dogri SMT 
system. SMT analyzes bilingual text corpora to create 
translation rules, with translation accuracy depending on the 
quality and size of the bilingual corpora. 
 

A. EVALUATION / FINDING OF SMT SYSTEM 

The SMT model is trained with a parallel corpus of 
approximately 0.1 million sentences as shown in the table  
IV. The translation results are generally quite accurate and 
fluent, barring the translation of rare or unknown. The 
system is producing UNK for words which are not part of 
the training corpus. The System handled ambiguity in a 
better way as compared to RBMTS. The detailed 
comparison of results is shown in the table VI 
 
 
V. NEURAL MACHINE TRANSLATION SYSTEM (NMT 

Statistical Machine Translation (SMT) methods can 
enhance translation quality significantly; however they 
rely on log-linear models that include several manually 
built components such as translation model, language 
model, and reordering model. This frequently results in 
substantial reordering issues, particularly with distant 
language combinations. However, as deep learning 
techniques advanced in disciplines such as voice and 
vision, researchers began to incorporate them into 
machine translation. 

Nowadays, academics and researchers are focusing on 
more sophisticated techniques, such as Deep Learning 
machine translation system (MTS) and it is producing 
better results [15]. In this paper authors have implemented 
four deep learning models with embedding encoder and 
decoder module for Hindi-Dogri translation. The figure 4 
shows the general architecture of the neural machine 
translation with encoder decoder. Deep learning 
based Neural MT (NMT) models can now access all of the 
information included in the source phrase and 
automatically learn which parts are helpful at which stages 
of synthesizing the output text due to the large amounts of 
training dataset and unparalleled computer power. To  
create a better machine translation system, many deep 
learning methods and libraries are needed. The system 
that will translate the sentence from the source language 
to the target language is trained using RNNs, LSTMs, 
GRUs, etc. 
 

A. TRAINING SETUP FOR NMT MODELS 

The machine language translation system for Hindi-Dogri  
has been designed and implemented using four models: 
embedding LSTM, Bidirectional LSTM (BiLSTM), 
embedding BiLSTM, and Encoder-Decoder GRU. The 
Tensor Flow framework has been used for the 
implementation task to achieve better performance. The 
dataset is split into training and validation sets in a ratio  
of 80:20, with 80% of the dataset used for training, 10% 
for validation and 10 % for testing. The framework has 
been implemented in Python using Google Colab, with a 
minimum batch size of 32 for the training module. All 

 

Figure 4 Encoder- Decoder Architecture of NMT 



  

four models were trained for 50 epochs. The 
implementation was done in Keras, using TensorFlow as 
the backend, and all networks were trained on Tesla P100-
PCIE GPU. The table below shows the training and 
validation Accuracy and Loss for each of the four models. 
The figures numbered 5 to 8 below show the training and 
validation accuracy, as well as the losses, for all four 
models. %. All networks achieved near about same 
accuracy and loss but bidirectional LSTM achieved the 
best as shown in the table VII. 

 
 
 
 

TABLE VII 
TRAINING AND VALIDATION ACCURACY AND LOSS FOR FOUR NMT  

MODELS 
 

  
 

   

Model Name Training 
and 

Validation 
Accuracy 

Training 
and 

Validation 
Loss 

 

Embedding 
LSTM 

0.954 0.6461 
 

Bidirectional 
LSTM 

0.955 0.426 
 

Bidirectional 
Embedding 

LSTM 

0.953 2.27 

 

Encoder 
Decoder 

GRU 

0.953 0.408 

 



  

 

 

Figure 5 Showing Training and Validation Accuracy and Loss for the Embedding LSTM 

 

Figure 6 Showing Training and Validation Accuracy and Loss for the Bidirectional LSTM 
 

Figure 7 Showing Training and Validation Accuracy and Loss for the Bidirectional Embedding LSTM 

 

 
Figure 8 Showing Training and Validation Accuracy and Loss for the Encoder-Decoder GRU 



  

 

 
 
 

A. EVALUATION / FINDING OF NMT SYSTEM 

NMT uses neural networks, with each neuron 
processing data mathematically. Initially, the network is 
trained by feeding bilingual Hindi to Dogri parallel text 
corpra and adjusting the weights of the neurons based 
on the error in translation. NMT systems continuously 
fine-tune themselves, leading to improved results. NMT 
is more reliable than SMT, particularly for low- 
resourced languages, as it better accounts for context 
and produces more human-like translations. 
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VI. COMPARATIVE ANALYSIS OF TRANSLATION 
RESULTS   

Recent research has documented the differences between 
various MT systems with respect to the output quality and 
error types. Some researchers [7] [16] have used 
automatic evaluation metrics such as TER [17] and  
BLEU [18]  and Others have assessed MT systems based 
on adequacy and fluency through human evaluations of 
the translation output [19]. Some studies have also 
combined human evaluation methods with automatic 
evaluation metrics (AEMs) for a more comprehensive 
analysis [20] [21]. In this study the results of all the three 
approaches of MT are evaluated by linguist experts 
(human evaluation) and by using automatic evaluation 
system (BLEU) technique. 
 

 
 
 
 
 
 
 
 
 
 

Figure 5 Sample of Bilingual Hindi to Dogri Parallel Coprus 

 



  

TABLE VIII 
COMPARATIVE ANALYSIS OF RESULTS OF ALL THE APPROACHES 

DEVELOPED IN THIS STUDY 

 
 

A. HUMAN EVALUATION OF HINDI TO DOGRI TEXT 

The text results are evaluated on the basis of adequacy of 
the output text to the extent it conveys the same meaning 
as of the input text and fluency that evaluates the output 
text's grammatical accuracy and naturalness on a scale of 
1 to 5. Higher the value means better results as mentioned 
in the table no. 

B. AUTOMATIC EVALUATION USING BLUE SCORE 

Out of various tools available for automatic translated text 
evaluation, we used BUEL score in our study for the 
comparison of text results of three systems as shown in 
the table no VIII 
 

C. SAMPLE OUTPUT 

The section below demonstrates the output generated by 
all three machine translation approaches on 100 sample 
texts gathered from various news portals. The accuracy of 
the output is evaluated by comparing it with the reference 
text in Dogri translated by professional linguists to gain a 
better understanding of the distinct variations among the 
three suggested approaches 

 
 
 
 

Hindi Text 1: तािक लोगो ंको सुिवधा िमल सके (tāki logoan 

ko suvidhā mil sake) 

Dogri Reference Text 1: तांजे लोकŐ  गी सुिवधा ̠होई सकै 

(t anje lokean g  suvidh  thho  sakai)ā ī ā ī  

Dogri Text (RBMTS): तांजे लोकŐ  गी सुबधा िमʟ सकै 

(tāanje lokean gī subadhā milla sakai) 

Dogri Text (SMT): तांजे लोकां गी सुबधा ̠होई सकै (tāanje 

lokāan gī subadhā thhoī sakai) 

Dogri Text (NMT): तांजे लोकŐ  गी सुबधा िमʟ सकै (tāanje 

lokean gī subadhā milla sakai) 

 

Hindi Text 2:  एस एस पी राजेʷर िसंह का कहनाहै िक सांबा 

जʃू कठुआ राजोरी और पंुछ िजलो ंसे 10 लोगो ंने हमारे पास 

िशकायत दजŊ कराई है (es es pī rājeshvar sianha kā 

kahanāhai ki sāanbā jammū kaṭhuā rājorī aur 

puanchha jiloan se 10 logoan ne hamāre pās shikāyat 

darja karāī hai) 

Dogri Reference Text 2:  एस एस पी राजेʷर िसंह दा 

आखना ऐ जे सांबा जʃू कठुआ राजोरी ते पंुछ िजलŐ थमां 10 

लोकŐ  साढ़े कोल शकैत दजŊ कराई ऐ (es es pī rājeshvar 

sianha dā ākhanā ai je sāanbā jammū kaṭhuā rājorī te 

puanchha jilean thamāan 10 lokean sāḍha◌़e kol 

shakait darja karāī ai) 

Dogri Text 2(RBMTS): एस एस पी सŲाट िसंह दा आखना ऐ 

जे सांबा जʃू कठुआ राजोरी ते पंुछ िज़लŐ कोला 10 लोकŐ  नै साढ़े 

कोल शकैत दजŊ कराई ऐ (ah es es pee samraaṭ sinh daa 

aakhanaa ai je saanbaa jammoo kaṭhuaa raajoree te 

punchh zailen kolaa 10 loken nai saaḍhxe kol shakait 

darj karaa_ii ai) 

Dogri Text 2(SMT):  एस एस पी राजेʷर िसंह दा छानना ऐ जे 

साɾा जʃू कठुआ रजोरी ते पंुछ िजले दे 10 लोकां साढे कोल 

शकैत दजŊ कराई (ah  es es pee raajeshvar sinh daa 

chhaananaa ai je saambaa jammoo kaṭhuaa rajoree te 

MT-System Adequacy Fluency BLEU 
Score 

RBMTS 3.8 4.0 79.65 

SMT 2.8 2.9 52.39 

Embedding 
LSTM 

2.7 2.9 45.05 

Bidirectional 
LSTM 

2.5 2.5 43.06 

Bidirectional 
Embedding 

LSTM 

2.8 3.0 52.46 

Encoder 
Decoder GRU 

2.1 2.3 41.47 



  

punchh jile de 10 lokaan saaḍhe kol shakait darj 

karaa_ii) 

Dogri Text 2(NMT): एस एस पी िसंह िसंह दा आखना ऐ जे 

सांबा जʃू कठुआ राजोरी ते पंुछ िज़लŐ शा 10 लोकŐ  नै साढ़े कोल 

शकैत दजŊ ऐ (ah es es pee sinh sinh daa aakhanaa ai je 

saanbaa jammoo kaṭhuaa raajoree te punchh zailen 

shaa 10 loken nai saaḍhxe kol shakait darj ai) 

 

 

Hindi Text 3:  िजसके आधार पर एक संयुƅ एफ आई आर 

दजŊ की गई है (jisake ādhār par ek sanyukta ef āī ār darja 

kī gaī hai) 

Dogri Reference Text 3: जेह् दे बुिनयाद पर इक सांझी एफ 

आई आर दजŊ कीती गेई ऐ (jehde buniyād par ik sāanzī ef 

āī ār darja kītī geī ai) 

Dogri Text 3(RBMTS): जेह् दे बुिनयाद पर इककǧे एफ आई 

आर दजŊ दी गेई ऐ (jehde buniyād par ikakaṭṭhe ef āī ār 

darja dī geī ai) 

Dogri Text 3(SMT): िजस दे बुिनयाद उɔर इक सांझी एफ 

आई आर दजŊ कीती गेई ऐ (jis de buniyād uppar ik sāanzī 

ef āī ār darja kītī geī ai) 

Dogri Text 3(NMT): जेह् दे बुिनयाद पर इक कǧे एफ आई 

आर दजŊ कीती गेई ऐ (jehde buniyād par ik kaṭṭhe ef āī ār 

darja kītī geī ai) 

 

Hindi Text 4: रƗाबंधन का पवŊ भाई और बहन के बीच अट्टू 

Ůेम का Ůतीक है (rakṣhābandhan kā parva bhāī aur 

bahan ke bīch aṭṭū prem kā pratīk hai) 

Dogri Reference Text 4: रƀड़ी दा पवŊ űाऽ ते भैन च 

अट्टू ɗार दा Ůतीक ऐ (rakkhaड़ī dā parva bhrā’ te bhain 

ch aṭṭū pyār dā pratīk ai) 

Dogri Text 4(RBMTS): रƀड़ी दा पवŊ űाऽ ते भैन दे िबǄ 

अट्टू ɗार दा नशानी ऐ (rakkhaड़ī dā parva bhrā’ te bhain 

de bichcha aṭṭū pyār dā nashānī ai) 

Dogri Text 4(SMT): रƀड़ी दा पवŊ űाऽ ते भैन च अट्टू ɗार 

दा Ůतीक ऐ (rakkhaड़ī dā parva bhrā’ te bhain ch aṭṭū 

pyār dā pratīk ai) 

Dogri Text 4(NMT): राजकी दा पवŊ űाऽ ते भैन दे िबǄ ऐ 

ɗार दा ऐ (rājakī dā parva bhrā’ te bhain de bichcha ai 

pyār dā ai) 

VII. CONCLUSION 

Each machine translation method has its own set of 
advantages and disadvantages, making it imperative to 
choose the one that aligns with the unique requirements and 
constraints of each translation task, including the language 
pairs, the subject matter domain, and available resources. In 
our research on translating Hindi to Dogri text, where both 
languages follow the same syntax structure and training data 
is limited, Rule-Based systems have proven to be more 
effective than SMT and NMT systems. Rule-Based machine 
translation (RBMT) is now overshadowed by statistical and 
neural methods, it was pivotal in the early development of 
the field. Its focus on linguistic precision and rule-based 
modeling remains important for certain use cases, 
particularly in domain-specific translations and for languages 
with limited resources. Among the four models of NMT, the 
Bidirectional Embedding LSTM model outperforms the 
other three neural models and the statistical model. Deep 
learning models are the future of machine translation, and 
with larger high-quality datasets, better results are expected. 
In the future, the author plans to experiment with hybrid MT 
systems that combine the domain-specific expertise of 
RBMT systems with the natural language processing 
capabilities of NMT systems to produce more robust 
translation. Throughout the study, any unknown words were 
left un-translated and remained as they appeared in the target 
text in all three machine translation approaches. This 
approach highlights the need for a more effective technique 
to handle unknown words in the future. It is a wise decision 
to adapt the appropriate networks and deep learning 
algorithms since it tailored the system to maximize the 
translation system's accuracy in comparison to others. 
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