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Abstract: An increasing number of mobile app user reviews is a vital source on user concerns towards existing apps. These reviews
help to optimize and improve the apps. Despite the recent introduction of effective user review analysis methods, analyzing user reviews
still poses significant challenges for researchers. One of them is the overwhelming number of informative reviews make it difficulty
extract and prioritize user concerns. This research proposes a novel framework to prioritize user concerns in mobile app reviews utilizing
Natural Language Processing (NLP) techniques such as sentiment analysis, Latent Dirichlet Allocation (LDA), and word embedding.
This comprehensive framework extracts and ranks user concerns and opinions related to user experience (UX) using a weighted scoring
mechanism; multi-criteria prioritization formula. This formula includes four key metrics: Entropy score, Topic Prevalence score, Thumbsup
count, and Sentiment score for the major topics identified in the reviews. The proposed framework was evaluated using user reviews
from eight mobile apps across four popular categories: education, messaging, business, and shopping. A total of 869,731 reviews were
scraped from the Play Store for this evaluation. To validate the proposed framework, its prioritization results were compared with a
dataset prioritized by expert app developers. Spearman’s rank correlation was used to compare the prioritization trends and the average
correlation was 0.7569. Additionally, the Mean Absolute Error (MAE) was 0.1724. These results show that the proposed prioritization
framework aligns with the expert developers’ priorities with a marginal error. Furthermore, this framework is generalizable, as the
evaluation included apps from diverse categories. This makes the proposed framework an effective and efficient tool for decision-making
in patch, update or version releases in mobile apps, ensuring that critical user concerns are addressed promptly.
Keywords: App user reviews, Opinion prioritization, Information extraction, User experience, Natural language processing

1. INTRODUCTION
Owing to the widespread adoption of smartphones and

the increasing dependence on mobile applications, mobile
app market has seen a significant expansion throughout
the past decade. Especially during and after the covid-19
pandemic, people established and maintain their daily ac-
tivities via mobile applications [1]. For example, a number
of new mobile apps has been introduced to the app market
mainly in app categories such as education, social media,
Life style, shopping and business [2], [3]. This expansion
motivates the continuous and rapid app enhancement to
retain and attract users. In this competitive app market, app
user reviews are crucial to get insights on users experiences,
preferences, expectations and difficulties while using the
app. These reviews often highlight issues, suggest features,
and express satisfaction or dissatisfaction. Therefore app
reviews have become a rich source of information for
developers aiming to enhance app quality and user satisfac-
tion [4]. User reviews which are available on platforms like
Google Play Store and Apple App Store provide valuable

insights into the strengths and weaknesses of apps from
the perspective of end-users. App review analysis involves
extracting meaningful information from user feedback to
identify common issues, desired features, and overall user
satisfaction. This process is essential for prioritizing user
concerns to modify the app features for the next release
plan to optimize the user experience (UX). Large number of
reviews, which often consists of varying levels of detail and
sentiment, make it difficult to analyze and prioritize this user
opinions. The advent of data-driven techniques in Natural
Language Processing (NLP) and Machine Learning (ML)
has enabled more sophisticated analysis of textual data.
In particular, sentiment analysis and topic modeling have
become essential tools for extracting actionable insights
from user reviews [5]. These methods allow developers to
categorize reviews into topics and identify critical issues.

App review analysis is carried out in different cate-
gories/types including sentiment analysis, review classifi-
cation, review summarization, clsutering and reviews pri-
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oritization [6], [7]. Two main types of prioritization are
identified: review prioritization and topic prioritization [8].
Moreover, researchers tend to analyse negative reviews over
positive reviews as they reflects user concerns related to
app improvements [9], [10]. In there, review prioritization
allows developers to quickly sort the reviews which needs
to address immediately. In contrast, topic prioritization is
crucial for identifying key issues in a specific app version
or time period by considering concerns raised across all
user reviews. For instance, prioritization serves various
objectives, including identifying emerging issues, optimiz-
ing release planning, and facilitating prompt feedback by
minimizing the time between issue identification and res-
olution [11], [12], [8], [13], [9]. Widely used prioritiza-
tion techniques include anomaly detection methods [9],
risk matrices combining clustering and graph theory ap-
proaches [11], grouping-based ranking methods [12], and
regression techniques involving time series matrices and
average ratings [14]. However, there is still a need for more
refined methodologies that can not only analyze the content
of reviews but also prioritize user concerns extracted from
those reviews based on factors like user agreement.

This research aims to address this gap by developing a
comprehensive framework for prioritizing user concerns in
mobile app reviews. A key component of the framework
is the proposed multi-criteria prioritization formula which
consists of four metrics, entropy score, topic prevalence, the
number of thumbs-up votes (thumbsup count) and sentiment
scores to provide a holistic view of user feedback. To
ensure all relevant aspects of user feedback, this research
employed Latent Dirichlet Allocation (LDA) for topic
modeling and leveraging Word2Vec embedding to identify
related terms. Thus, the primary objective of this research is
to propose a comprehensive framework for extracting and
prioritizing user concerns from app reviews using a multi-
criteria prioritization formula. This will enable developers to
systematically analyze and prioritize user concerns, aiding
in the planning of future app releases.

The remainder of this paper is organized as follows:
the following section discuss the related studies from the
literature. Then the prioritization framework and the exper-
imental setup will explained. Then the results of the findings
are presented and discussed. The paper is concluded with a
discussion of future research directions.

2. RELATED WORK
Over the past decade, user reviews have become more

complex due to the increasing diversity of app users and
their evolving requirements. Mobile app review analysis
primarily aims to enhance the UX by understanding the user
feedback. Nevertheless, it is not practically possible for both
users and developers to read each and every user review
to understand user opinions about an app. Even though
app rating system is available to express the overall user
opinion, disparities exist between user ratings and review
comments [10]. Consequently, a sentiment rating approach

has been proposed to provide summarized feedback, as it
provides users a clearer understanding of the application
beyond the star rating [15], [16]. Additionally, there are
common challenges for app review analysis due to the
inconsistencies in app user reviews. For example, variability
in review length and the language used for writing reviews.
Therefore, preprocessing is crucial and must be addressed
carefully and appropriately. Researchers employ various
preprocessing techniques in addition to common methods
such as tokenization, stop word removal, stemming, and
lemmatization [17]. For instance, handling non-informative
reviews is a critical challenge, as the majority of user
reviews lack detailed insights. A review such as ”good
app” is useful for sentiment analysis to determine a positive
or negative opinion but lacks detail in identifying specific
aspects of the app that are appreciated or need improvement.
Thus, this is non-informative for extracting meaningful
insights. To address this, some researchers have eliminated
short reviews to focus on more informative content [9], [10].
Furthermore, custom stop word removal has been widely
used, as certain words are meaningless for identifying
prominent topics or themes from app user reviews [12],
[9].

App review analyses have been conducted for various
purposes, with some studies specifically focusing on par-
ticular app categories, such as health and fitness [18], [19].
Furthermore, the results of app review analyses are useful
at different stages of the software development life cycle,
from requirement gathering to app maintenance [20], [21],
[22]. Consequently, researchers have conducted app review
analysis to identify the supporting software engineering
activities as well as to investigate user reviews related to
specific aspects of apps. For example, usability and UX
identification through app reviews is widely adopted [5],
[23], [24], [25], with particular emphasis on user interface
improvements [26]. Moreover, apps that satisfy users in
some countries may not meet the expectations of users
in other countries due to economic disparities and differ-
ent user expectations [27]. Thus, country-specific feature
requests are vital for customizing mobile apps based on
user groups and their preferences. Furthermore, app review
analysis is crucial for market research for app development,
as it allows for the comparison of competitive mobile apps
in app stores [28]. Different tools and frameworks have
been proposed to analyse app reviews. For example, SUR-
miner permits sentiment analysis together with topic mod-
eling [29] while MARK [30] classify the user reviews. In
addition, specific tools were developed to assist specifically
in prioritizing app reviews. For instance, AR-Miner [14],
PAID [12], IDEA [13], and MApp-IDEA [9] are some of the
tools developed to prioritize user reviews. These advance-
ments show significant progress in app review prioritization.
Despite this, it is yet to be considered how user agreements
(such as thumbs-up counts) can be used as weighting factors
for prioritizing user reviews or the topics extracted from app
user reviews them.
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3. PRIORITIZATION FRAMEWORK
This research aims to develop a comprehensive frame-

work for prioritizing user concerns derived from mobile app
reviews to enhance the UX. The framework encompasses
several stages as shown in figure 1. The main stages are
data extraction, topic identification, topic analysis (topic
scoring and prioritization using a multi-criteria prioritization
formula), and visualization. This proposed framework was
evaluated based on the priority scores assigned by external
app developers.

A. Data extraction
Data collection is the initial step. In there the reviews

which needs to be considered for user concern prioriti-
zation are scraped from the relevant app. Subsequently,
basic preprocessing techniques are applied. These steps
include converting text to lowercase, tokenization, removal
of puctuation and stopwords. Then Lemmatization is used
to convert the words in the processed reviews into their root
forms. Unlike stemming, it preserves the semantic meaning
of words, making it more suitable for topic modeling [31].
Moreover, Non-English reviews are excluded, and short
reviews; reviews with three words or fewer are filtered out
due to their limited contribution for topic identification.
Then the advanced preprocessing involves removing custom
stopwords and emojis, which are considered to be no con-
tribution to topic modeling [10]. These custom stopwords
can be selected through two approaches: (1) from literature,
(2) through a manual review of a sample reviews from each
app.

B. Topic identification, scoring and prioritization
The Latent Dirichlet Allocation (LDA) algorithm is

then employed to identify topics within the processed
dataset. There are numerous informative reviews in app
user reviews, and among them choosing the issues/concerns
which need immediate action is crucial. Thus, only the
negative and neutral reviews was considered for this study
as those consists of user concerns which are helpful for
improvement of the app. This proposed framework use a
topic scoring method to identify the high priority topics
which needs immediate actions. In this study, we proposed
a prioritization formula based on four key metrics: Entropy,
Topic Prevalence, Thumbsup count, and Sentiment score.
Each of these metrics captures a different aspect of user
reviews to help prioritize issues that are of most importance
to developers, particularly when optimizing mobile app UX.

1) Entropy
Entropy is a concept borrowed from information theory

that measures the unpredictability or diversity of informa-
tion in a dataset. In the context of app reviews, entropy
(E) quantifies the diversity of information conveyed by the
reviews [32]. This metric allows differentiation between
reviews that provide novel or diverse insights and those that
contain frequently repeated feedback. Reviews with higher
entropy values indicate greater variability in the keywords
used. This variability can highlight critical user concerns

Figure 1. Prioritization framework

that are mentioned less frequently. The entropy score is
calculated as follows:

Entropy E(Ti) = −
m∑

j=1

P(k j) log2 P(k j) (1)

Where P(k j) represents the probability of occurrence of
a keyword k j within the review compared to its occurrence
in the entire review corpus. Higher entropy values indicate
that the keywords are more evenly distributed, reflecting a
greater diversity of information in the reviews. Conversely,
lower entropy values indicate that a topic is more focused
and well-defined, making it more actionable for developers.
To reflect this in the prioritization process, we invert the
entropy scores so that topics with lower entropy (i.e., more
concentrated user concerns) are assigned higher priority.
Additionally, these entropy scores are normalized to a com-
mon scale to facilitate comparison with other metrics in our
analysis, as explained in Section 3-B5. This normalization
enhances the interpretability and utility of the scores in the
multi-criteria prioritization formula.

2) Topic Prevalence
Topics generated through topic modelling using LDA

are used to identify the main user concerns expressed
in user reviews. In this context, Topic Prevalence (TP)
measures how often a specific topic is discussed across all
reviews [33]. A review is considered to mention a particular
topic if it contains at least three keywords associated with
that topic. This appraoch aims to prioritize the user concerns
that are frequently raised by users. It aids to understand their
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needs. The Topic prevalence score for a topic is calculated
as follows:

Topic Prevalence T P(Ti) =
Number o f reviews mentioning topic(Ti)

Total number o f reviews
(2)

Higher TP scores indicate issues that are raised more
often by users, suggesting that these issues may have a
greater impact on UX and app functionality.

3) Thumbsup Count
Thumbs Up (TU) counts represent the number of users

who found a particular review helpful or relevant [34].
This metric serves as a proxy for user validation, indicating
user agreement or endorsement on a particular review [10].
Therefore, in the context of our study, utilizing thumbs up
counts is essential for prioritizing topics derived from user
reviews. Higher thumbs-up counts reflect experiences or
issues that users find crucial. This indicates general agree-
ment among the user community. This helps in effectively
directing improvement efforts toward the most impactful
areas. The formula for calculating the thumbs up count as
below.

Thumbsup Count TC(Ti) =
∑
r∈R

|{keywords(Ti)∩r}≥3

TU(r) (3)

These values were normalized (as mentioned in sec-
tion 3-B5) to enhance the comparability across topics by
standardizing values within a conman range (0-1) and
mitigating bias from outliers.

4) Sentiment Score
Sentiment analysis is applied to measure the polarity

(positive, negative, or neutral) of the language in user
reviews. For this, the Valence Aware Dictionary and sEn-
timent Reasoner (VADER) tool is utilized, which performs
particularly well with text data from online reviews [35].
The sentiment score ranges from -1 (most negative) to
1 (most positive). Negative reviews often indicate issues
requiring urgent attention [8]. In this study only the neutral
and negative reviews were considered. To prioritize topics
effectively, we invert the sentiment scores so that topics with
lower sentiment scores (more negative sentiment) receive
higher priority in our analysis. The formula for calculating
the sentiment score(S) as below.

S (Ti) = −
∑
r∈R

|keywords(Ti)∩r|≥3

VADER sentiment score(r) (4)

5) Normalization
After calculating the each metric, all metrics were nor-

malized to a range of [0, 1] to ensure the consistency in their
contribution to the combined score. The raw values of each
metric varied. For instance, the thumbs-up count can span
a wide range of values, while entropy scores are typically
bounded between 0 and 1. Therefore, normalization was
required to avoid any single metric from disproportionately
influencing the final combined score. This step ensured
that each metric contributed appropriately according to
its assigned weight. The following formula was used for
normalization.

Normalized value =
Raw value −Minimum value

Maximum value −Minimum value
(5)

By applying this formula, all values were scaled so that
the lowest value in each dataset corresponded to 0, and
the highest value corresponded to 1. This standardization
process allowed for a fair and consistent combination of
the metrics.

The final prioritization score is calculated as a weighted
combination of these four metrics as equation 6. The
weights are assigned based on the significance of each factor
in reflecting user concerns.

CombinedS core(Ti) = w1.(E(Ti)) + w2.T P(Ti)+
w3.TC(Ti) + w4.(S (Ti))

(6)

where,

• CombinedS core(Ti): The overall priority score for
topic Ti, used to rank topics.

• (E(Ti)): Normalized entropy measures how focused
a topic is.

• T P(Ti): Normalized topic prevalence reflects how
often the topic appears across reviews, giving higher
priority to frequently mentioned issues.

• TC(Ti): Normalized ThumbsUp counts indicate user
agreement or endorsement, assigning higher scores to
topics supported by more users.

• (S (Ti)): Normalized sentiment scores prioritize topics
where user feedback is more critical, highlighting
areas of dissatisfaction.

Each weight (w1,w2,w3,w4) can be adjusted to empha-
size different factors in the prioritization process.

4. EXPERIMENTAL SETUP
This section discusses the experimental setup under

four sections, Data extraction, Topic identification, Topic
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analysis and prioritization, and Evaluation.

A. Data Extraction
The first step involves collecting reviews from popular

app categories, including education, messaging, business,
and shopping. A total of 896,649 reviews were scraped from
eight different apps as shown in the column, ’Initial number
of reviews’ in Table I. These app categories were selected
based on their popularity. They are in the ten most popular
app categories according to statista [36]. For this study, two
popular apps from the each of the above app categories were
selected [37]. This ensures a broad representation of UX
and generalization of the proposed frameworks. Then the
reviews were preprocessed by follwoing the preprocessing
steps mentioned in the section 3-A. Non-English reviews
and short reviews were removed as they do not contribute
for topic identification. For example, a review like, ”app is
good” does not reflect any semantic meaning for identifying
user opinion for a particular app’s improvement. Then the
custom stopwords were selected from both the approaches
mentioned in previously. Initially custome stopwords were
selected from the literature. Then, 100 app user reviews
were studied from each app category to identify custom
stopwords through manual review. Custom stopwords are in
different types as shown in table II. The number of reviews
considered for the experiments from each app after prepro-
cessing is shown in table I. Sentiment analysis is conducted
using VADER, a tool that excels at understanding sentiment
in text, especially in social media contexts [35]. This helps
measure the polarity value of user opinions associated with
each review. Then, only the neutral and negative reviews
were selected for topic identification in this experiment as
they are the most crucial reviews for immediate addressing
by identifying the issues experienced by users. The number
of reviews considered for the prioritization is shown in the
last column of the table I.

B. Topic identification
The LDA algorithm is employed to identify topics

within the processed dataset. To evaluate LDA’s perfor-
mance, Perplexity and Coherence Score metrics are utilized.
Perplexity measures how well the model predicts unseen
data, while Coherence Score assesses the semantic rele-
vance of topics [38]. Hyperparameters, including alpha, beta
values, and the number of topics, are fine-tuned to optimize
the performance of the LDA model. The experiment con-
tinued with the generated optimal number of topics along
with their keywords for each app. In there, 8-10 keywords
were considered for each topic.

C. Topic analysis and prioritization
Word embedding is utilized to enhance the keyword list

in the generated topic list. Subsequently, a Word2Vec model
is trained on the tokenized reviews to identify synonyms
for each keyword within the generated topics, enhancing
the precision of keyword relevance [39]. For each keyword,
three synonyms were generated. Then above mentioned
(section 3-B), topic prioritizing metrics were calculated

TABLE I. Summary of the review dataset

App cat-
egory

App Number of reviews

Initial After
prepro-
cessing

Neutral
&
negative

Business LinkedIn 166500 87208 35665

msTeams 135000 133823 41162

Education Coursera 26984 18687 5626

Udemy 73247 52265 1665

Messenger Messenger 90000 89808 52976

Whatsapp 153000 152369 66266

Shopping eBay 126000 123738 30187

Amazon 99000 97763 44024

TABLE II. Types of Custom stopwords

Type Example custom stopwords
Domain-
specific terms

Business (kpi, invoice), Education
(’education’, ’learn’, ’learning’, ’stu-
dent’, ’teach’, ’teaching’), Messenger
(sync, management), Shopping (pro-
motion, discount, delivery, return)

App-specific
terms

’udemy’, ’coursera’, ’ebay’,
’linkedin’, ’whatsapp’, ’messenger’,
’amazon’, ’msteams’, ’app’,
’application’

Common
adjectives

’amazing’, ’good’, ’bad’, ’really’,
’awesome’, ’great’, ’enjoy’, ’wonder-
ful’, ’love’, ’best’, ’excellent’, ’nice’,
’easy’, ’difficult’, ’worst’

Common verbs ’use’, ’try’, ’like’, ’could’, ’get’,
’through’

Greetings ’thank’, ’thanks’, ’may’, ’dear’

for each topic. In there, if at least three keywords from
the expanded keyword set (either the original keyword or
one of its three synonyms) appears in the text, that text is
considered to mention the topic for calculating each metric.
Finally the combined score was calculated for each topic
for each selected app to identify the priority of each topic.

D. Evaluation
Proposed review prioritization framework was evaluated

by using the app reviews prioritized by app developers.
For that, a stratified random sample of informative user
reviews was selected from each app. The calculated sample
sizes for each app is shown in table III. According to the
literature, a sample size of 10 participants (human raters)
is reliable enough to evaluate the outcomes of software
engineering research [40]. Therefore, these samples were
then sent to a group of 16 external evaluators for review
prioritization. External evaluators are chosen based on their
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TABLE III. Reviews sent for external reviewing

App Number of reviews
LinkedIn 381
msTeams 381
Coursera 360
Udemy 313
Messenger 382
Whatsapp 382
eBay 380
Amazon 381

educational and professional qualifications. They are app
developers with a Software Engineering related degree and
with 3-6 years of experience in app development. Moreover,
they are users of the respective apps. The external app
developers were given guidelines for prioritizing the reviews
(Table IV).

Each set of reviews was independently prioritized by
recruited external app developers based on the given guide-
lines and with their experiences. The remaining unlabeled
reviews belongs to each app were then labeled using
a semi-supervised learning approach. Among the several
approaches, Support Vector Regression (SVR) [41] was
utilized to predict continuous priority values, treating these
values as labels for the reviews. For evaluating the per-
formance of the SVR model, Mean Squared Error (MSE)
and Mean Absolute Error (MAE) were employed as the
evaluation metrics. These explains how accurate the model
is overall and how close its predictions are to the actual
priority values, making them suitable for evaluating per-
formance in this context [42]. Hyperparameter tuning was
conducted using GridSearchCV to determine the optimal
values for parameters such as C, gamma, and kernel. The
optimal values obtained during this process along with
the corresponding MSE and MAE results of each app’s
predictive model is presented in table V. These parameters
were fine-tuned to achieve the best possible performance for
each app. Then priority scores were assigned to remaining
reviews. Subsequently, a python-based algorithm was de-
veloped to determine the most relevant topic(s) for each
review based on the presence of at least three keywords
or the generated synonyms from the topic keywords in the
review. If a review was associated with multiple topics, its
priority score assigned by the external app developers was
allocated to each of those topics. This approach allows for
the calculation of priority scores for each topic based on
the developers’ assigned priority values.

Finally, two prioritization results, one from the proposed
prioritization formula and other one from the external
app developers’ prioritization were compared to validate
the proposed framework. The validity of the proposed
framework was evaluated utilizing multiple metrics and
approaches. In here the topic priority pattern is more crucial
than the priority values in two approaches as we need to
identify the user concerns which need to address early.

TABLE IV. Priority assignment guidelines

Priority
value

Description Examples

0–0.3
Low

Reviews that
provide insight
into bugs,
enhancements
or feature requests
related to the app
that seem optional
and not essential
for the app’s core
functionalities or
performance.

“App is good but is not
provide some features.
Like this zooming and
play and paush button
on the center of video.
So, I humble request for
developer team. Please
add the video zooming
feature in this app, and
push and play button
add on the centre of
video.”, “Some function-
ality not working prop-
erly and course contents
are also not updated
more often”, “I com-
pleted a whole session,
but it says I’m only 94%
complete. Need help”

0.4–0.6
Medium

Reviews that
provide insight
into bugs,
enhancements
or feature requests
related to the
app that seem
mandatory for
the app’s core
functionalities or
performance.

“The app has so many
bugs, sometime i can’t
log in, then i cant see my
enrolled courses. Please
have good app devel-
opment to fix these is-
sues. Btw the courses
are good”, “It is not
working in Samsung tab
what is solution .it not
opening again can u do
something!

0.7–1.0
High

Reviews that
provide insight
into bugs,
enhancements
or feature requests
related to the app
that seem critical
for the app’s core
functionalities or
performance.

“Irritating when play
pause button is not auto
disappearing one one
screen click.”, “Unable
to login to my existing
account in the app or
to create a new account
using Google account.”

TABLE V. App Hyperparameters and Evaluation Metrics

App Hyperparameters Evaluation Metrics
C Gamma Kernel MSE MAE

Udemy 0.1 Scale Linear 0.0529 0.1908
Amazon 0.1 Scale Linear 0.03897 0.1348
Coursera 1 Scale RBF 0.0759 0.2083
Messenger 10 Scale RBF 0.0659 0.21
eBay 10 Auto RBF 0.0366 0.155
msTeams 10 Auto RBF 0.0193 0.0973
WhatsApp 1 Scale Linear 0.0292 0.1343
LinkedIn 1 Scale RBF 0.0371 0.0162
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(a) msTeams (b) Coursera

(c) Messenger (d) Amazon

Figure 2. Topic visualization along with the entropy, prevalence score, thumbsup count and sentiment score

Therefore, the results were visualized using a line graph
to provide a clearer understanding of the prioritization
framework’s effectiveness by comparing the normalized
topic scores with the combined priority scores. This vi-
sualization highlights how the two scoring methods align
or diverge. Moreover, it reveals the relative importance of
each topic as perceived by users. In addition, quantitative
evaluation is vital to validate this framework. Therefore,
both MAE and Spearman’s rank correlation used for the
proposed framework evaluation. MAE measures the average
absolute differences between predicted priority scores (from
the proposed formula) and actual priority scores (from
external app developers). Spearman’s correlation provides
insights into how well the prioritization trends align be-
tween prioritization framework and the expert judgments

of the developers [43]. Results of the evaluation discussed
in the following section.

5. RESULTS AND DISCUSSION
This section provides the results of the experimental

analysis and evaluation of the proposed topic prioritization
framework.

After identifying optimal number of topics, each pri-
oritization metric were calculated and the priority score
(combined score) was generated for each topic using the
multi-criteria prioritization formula (equation 6). The pri-
oritized topics for each app were then visualized using
bar charts. In there, each bar represents the values of the
individual metrics and the combined score for each topic.
Figures 2 illustrates topic visulatization bar charts for one
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selected app from each app category. The corresponding
entropy, prevalence score, thumbsup count and sentiment
score is shown for each topic. The optimal number of topics
identified for each app, along with the metrics used for
prioritization (entropy, prevalence, thumbs-up count, and
sentiment score), and the combined prioritization score, are
presented in Table VI. In this experiment, equal weights
were assigned to each metric to calculate the overall priority
score. Additionally, the last column shows the priority
values assigned to each topic after external evaluation by the
app developers. According to the priority scores assigned
by external app developers, topic priorities were calculated
as explained in the section 4-D. Then multiple approaches
were utilized to evaluate the proposed framework through
the proposed multi-criteria prioritization formula. In this
topic prioritization, pattern comparison is more important
than the priority value comparison as the need is to identify
user concerns which need high priority. Therefore, initially
visualized the comparison using line graphs as show in
figure 3. The line graph displayed two lines: one for the
normalized scores (blue), which is from the external app
developers priorities, and another for the combined scores
(orange), calculated using the proposed multi-criteria prior-
itization formula. These graphs effectively demonstrate the
validity of our prioritization formula which use to prioritize
the user concerns raised through app user reviews. Even
though certain disparities exist, such as Topic 0 in LinkedIn
and Topics 0 and 2 in msTeams, both the normalized
and combined scores show alignment in the majority of
cases. For example, topic priority distribution of apps such
as Messenger, eBay, Whatsapp, Udemy and Amazon are
closely matched.

In order to further quantify the alignment between the
two prioritization methods, MAE and Spearman’s rank
correlation were calculated as shown in Table VIII. The
MAE values ranged from 0.0855 for Amazon to 0.2845 for
Coursera, with an average of 0.1724 across all applications.
These results indicate a generally low level of deviation
between the priority scores assigned by the proposed frame-
work and those determined by the external developers. Av-
erage Spearman’s rank correlation is 0.7569 across all eight
apps. These results indicate a strong alignment between
the two prioritization methods. For instance, LinkedIn and
Udemy demonstrated high Spearman’s rank correlations of
0.9000, indicating near-identical ranking patterns between
the two approaches. Even though apps such as Coursera
and Amazon exhibited lower rank correlations, overall
results demonstrate generally high Spearman’s correlations
across most apps. Therefore, the comparative performance
assessment demonstrates that the proposed multi-criteria
prioritization formula effectively aligns with expert eval-
uations, providing a reliable method for prioritizing user
concerns derived from app user reviews. This consistency
across multiple apps from different app categories demon-
strates that the proposed multi-criteria prioritization formula
is both applicable and generalizable for prioritizing user
concerns specifically in neutral and negative reviews. In this

context, it is difficult to interpret the topic using only the
topic keywords. To facilitate a clearer and more accurate
interpretation, this framework presents three sample user
reviews for each topic, as illustrated in Table VII. This
table provides sample reviews for two topics from two
selected apps as an example. It allows for easy and effective
interpretation of the topics beyond relying on keywords
alone.

This research utilized multi-criteria prioritizing formula
for topic prioritization instead review prioritization by con-
sidering a novel metric which is thumbsup count. This
metric emphasizes user agreement on each topic in the pri-
oritization process. Some existing studies have explored the
prioritization of user reviews utilizing approaches such as
anomaly detection methods [9] and risk matrices that inte-
grate clustering and graph theory techniques [11]. However,
these studies did not recognize user agreement as a signifi-
cant metric for prioritization. In contrast, thumbsup counts
alone cannot prioritize user concerns. Thus, this research
utilizes several metrics for prioritization. Therefore, findings
and methodologies proposed in this research are expected to
contribute significantly to the field of software engineering,
particularly in the areas of UX optimization and quality
assurance in mobile apps. However, it is recommended to
use this framework for analyzing user reviews over specified
time periods. Each of the metrics used in the prioritization
formula measures distinct and critical aspects relevant to
the generated topics. However, assigning equal weights to
each metric in the evaluation in this study could be seen
as a limitation. Nevertheless, developers need to adjust the
weights to better align with specific requirements or app
goals in their next release plan.

While the multi-criteria prioritization formula used in
this study assigns equal weights to all metrics (entropy,
topic prevalence, thumbs up count, and sentiment score), the
experiment of this study assumes that all metrics contribute
equally to the prioritization process. This decision was made
to ensure generalizability across different app categories.
However, it is worth noting that, certain metrics may carry
more significance depending on specific app contexts or de-
veloper objectives. Therefore, future research could explore
adaptive weighting strategies, where the importance of each
metric can be dynamically adjusted based on the app’s focus
on the particular update or version release or past perfor-
mance data. This flexibility would allow the prioritization
framework to better align with varying development goals
and app specific requirements. In addition this research
can be extended in two directions to enhance the proposed
framework in future. First, the framework can be expand
to identify persistence issues over different app versions
by analysing the prevalence of generated topics across
consecutive app versions. It provides vital information on
long term UX. Moreover, topic interpretation is a crucial
task and this research can be expand by considering bi-
grams which enable identifying more effective phases from
reviews.
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TABLE VI. Summary of the detailed topic analysis and prioritization

App Topic Keywords Entropy Prevalence Thumbs
Up
count

Sentiment
score

Combined
Score

Priority
score
(by
develop-
ers)

LinkedIn Topic
0

account, login, log, sign,
password, even, use, security,
check, email

0.3175 0.2249 0.2712 0.3122 0.2814 0.8948

Topic
1

premium, money, mode, dark,
charge, cancel, subscription

0.5311 0.05845 0 0 0.1474 0

Topic
2

notification, want, phone, con-
tact, need, turn, way, download,
many, force

0.1427 0.2141 0.2886 0.0824 0.1820 0.2766

Topic
3

job, year, professional, peo-
ple, experience, work, com-
pany, search, business, platform

1 0.2981 0.2981 0.1201 0.4117 0.3701

Topic
4

work, message, post, open,
time, profile, show, load, fix,
crash

0 0.3257 1 1 0.5814 1

msTeams Topic
0

login, sign, log, account, pass-
word, meeting, say, even, ask,
able

0.06531 0.3433 0.31188 0.3835 0.2760 0.763186

Topic
1

chat, message, notification,
send, show, desktop, see,
delete, mobile, receive

0.0901 0.2909 0.6793 0.2566 0.3292 0.757437

Topic
2

call, phone, laptop, notifica-
tion, computer, handy, discon-
nect, turn, group, confuse

1 0.2144 0.3823 0.1141 0.4277 0.238592

Topic
3

time, take, every, waste, down-
load, load, upload, long, open,
picture

0.5131 0.2536 0.2584 0.4617 0.3717 0.502548

Topic
4

work, properly, phone, day,
stop, mobile, Works, Doesnt,
last, issue

0.7946 0.3620 0.8321 0.6790 0.6669 0.831042

Topic
5

meeting, option, background,
join, give, change, remove, see,
problem, show

0.2297 0.3611 1 0.3269 0.4794 0.618735

Topic
6

connect, device, Unable,
sound, Bluetooth, android,
screen, meeting, Cant, audio

0.7154 0.2438 0 0.2080 0.2918 0.528463

Topic
7

open, crash, bug, slow, keep,
get, sometimes, opening, hang,
many

0 0.3044 0.4145 0.8240 0.3857 0.572952

Topic
8

problem, class, lot, quality,
data, video, network, school,
lag, issue

0.2204 0.3149 0.2113 1 0.4367 0.724784

Topic
9

feature, work, Android, con-
venient, team, communication,
use, well, user, way

0.9773 0.3239 0.3151 0 0.4041 0.115266

Coursera Topic
0

course, certificate, free, qual-
ity, give, complete, change, test,
screen, make

0.7083 0.3422 0.5451 0.2370 0.4582 0.4136

Topic
1

crash, video, time, phone, open,
Android, anything, Chrome-
cast, try, start

0.5135 0.3368 0.6377 0.4638 0.4880 0.8780

Continued on next page
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TABLE VI – continued from previous page
App Topic Keywords Entropy Prevalence Thumbs

Up
count

Sentiment
score

Combined
Score

Priority
score
(by
develop-
ers)

Topic
2

course, work, show, assign-
ment, even, try, review, submit,
error, class

0.4066 0.4237 0.6458 0.5729 0.5123 0.8841

Topic
3

course, complete, pay, load,
take, money, page, time, certifi-
cate, material

0.5663 0.3478 0.6948 0.2536 0.4656 0.5330

Topic
4

video, download, offline, watch,
course, play, work, problem,
fix, need

0.2437 0.5027 1 0.2757 0.5055 1

Topic
5

subscription, option, course,
payment, service, card, contact,
platform, cancel, charge

1 0.2917 0.4 0 0.4229 0.0600

Topic
6

login, log, connection, error,
sign, account, even, internet,
say, network

0 0.2284 0 1 0.3071 0

Topic
7

star, lot, course, study, u, dark,
mode, would, stop, give

0.9582 0.3198 0.6618 0.4913 0.6078 0.3703

Udemy Topic
0

download, video, course, load,
offline, play, work, watch, con-
tent, even

0.4313 0.5706 1 0.0891 0.5228 0.773552

Topic
1

course, purchase, money, show,
price, payment, buy, paid, go,
pay

1 0.3981 0.3122 0.0631 0.4434 0.439295

Topic
2

account, login, sign, log, able,
problem, email, password, try,
error

0 0.2896 0.1467 1 0.3591 0.521574

Topic
3

notification, need, lot, thing,
way, knowledge, program,
learn, discount, sale

0.4014 0.1385 0 0 0.1350 0.098763

Topic
4

work, screen, crash, fix, time,
problem, phone, cast, video,
open

0.4031 0.4086 0.8288 0.8618 0.6256 1

Messenger Topic
0

send, photo, video, picture,
cant, sent, see, share, view, edit

0.3857 0.3622 0.2944 0 0.2606 0.248825

Topic
1

chat, head, bubble, back, open,
pop, Chat, game, note, work

0.5106 0.4471 0.3795 0.4618 0.4498 0.25648

Topic
2

message, notification, send, re-
ceive, open, show, see, even,
get, time

0.2430 0.6740 1 0.3963 0.5783 1

Topic
3

phone, download, access, need,
want, apps, force, FB, ad, space

0.4137 0.3201 0.0513 0.1338 0.2297 0.046146

Topic
4

people, message, give, would,
want, option, u, contact, delete,
group

1 0.5347 0.3503 0.1239 0.5022 0.302882

Topic
5

problem, fix, bug, connect, al-
ways, work, connection, even,
show, internet

0.2048 0.5300 0.6674 0.9728 0.5937 0.549086

Topic
6

end, remove, encryption, back,
delete, feature, conversation,
bring, suck, message

0.8121 0.5605 0.3546 0.1342 0.4653 0.326408

Continued on next page
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TABLE VI – continued from previous page
App Topic Keywords Entropy Prevalence Thumbs

Up
count

Sentiment
score

Combined
Score

Priority
score
(by
develop-
ers)

Topic
7

account, log, switch, page, say,
sign, password, login, ask, back

0.4545 0.2699 0 0.5180 0.3106 0.08903

Topic
8

call, video, phone, sound, noti-
fication, play, voice, make, turn,
audio

0.3189 0.3955 0.2319 0.1424 0.2722 0.186395

Topic
9

screen, make, update, work,
change, time, go, back, bad,
type

0.1340 0.5436 0.5060 1 0.5459 0.332772

Topic
10

story, msg, post, select, trash,
upload, today, separate, choose,
folder

0.0445 0.0706 0.0143 0.2217 0.0878 0

Topic
11

work, phone, reinstall, open,
try, keep, still, fix, stop, say

0 0.5732 0.5930 0.6396 0.4514 0.629999

WhatsApp Topic
0

status, video, send, picture,
photo, quality, problem, down-
load, image, upload

0.6800 0.4472 0.4157 0.0132 0.3890 0.384213

Topic
1

message, chat, option, group,
delete, feature, add, see, want,
person

0.4832 0.4565 0.5274 0.0460 0.3783 0.236521

Topic
2

call, message, notification,
problem, video, voice, work,
fix, send, show

0.0845 0.5994 1 0.1173 0.4503 0.432291

Topic
3

data, phone, chat, backup, lose,
back, delete, message, restore,
take

1 0.4479 0.2831 0.2036 0.4836 0.510961

Topic
4

work, problem, try, download,
day, phone, say, time, update,
still

0 0.5632 0.5986 0.2710 0.3582 0.243746

Topic
5

update, status, feature, channel,
change, option, make, remove,
want, see

0.1568 0.4531 0.4523 0 0.2655 0.128342

Topic
6

account, number, ban, block,
reason, get, problem, use, ser-
vice, support

0.8598 0.3913 0 1 0.5628 0.313862

Topic
7

contact, people, give, use, pri-
vacy, u, would, user, make, star

0.3743 0.3498 0.1613 0.2222 0.2769 0.107438

eBay Topic
0

item, notification, list, see, load,
message, go, work, purchase,
show

0.4417 0.4643 1 0.0995 0.5014 0.511717

Topic
1

work, phone, say, keep, sign,
download, log, open, let, try

0.2204 0.3073 0.0907 0.1241 0.1857 0.089828

Topic
2

search, product, price, item, re-
liable, fast, Works, option, ship-
ping, convenient

1 0.3740 0.3167 0.0400 0.4327 0.342877

Topic
3

sell, account, fee, customer,
make, suspend, reason, service,
charge, get

0.1923 0.3449 0.2438 0.7863 0.3918 0.291345

Topic
4

seller, buyer, service, customer,
review, experience, feedback,
fake, scammer, scam

0.4766 0.2822 0 1 0.4397 0.261232

Continued on next page
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TABLE VI – continued from previous page
App Topic Keywords Entropy Prevalence Thumbs

Up
count

Sentiment
score

Combined
Score

Priority
score
(by
develop-
ers)

Topic
5

find, need, problem, time, look,
use, year, buy, thing, go

0 0.4821 0.8334 0 0.3289 0.383812

Topic
6

item, order, money, refund,
seller, back, receive, never, say,
day

0.3097 0.4730 0.8296 0.3979 0.5025 0.62754

Amazon Topic
0

review, prime, shop, product,
post, allow, negative, way, con-
sumer, trust

0 0.4315 0.4534 0.1909 0.2690 0.371341

Topic
1

dark, mode, still, issue, UI,
white, get, update, background

0.2618 0.2107 0.6421 0.5321 0.4116 0.464518

Topic
2

search, make, find, back, want,
user, add, experience, hate, item

0.2132 0.3831 0.9954 0.559 0.5376 0.47443

Topic
3

price, product, shopping, fast,
delivery, need, want, always,
change, real

0.1586 0.3396 0.6794 0 0.2944 0.320628

Topic
4

open, work, crash, keep, phone,
go, load, Cant, time, fix

0.0142 0.4773 0.5085 0.5287 0.3822 0.565068

(a) LinkedIn (b) msTeams (c) Udemy (d) Coursera

(e) Messenger (f) WhatsApp (g) eBay (h) Amazon

Figure 3. Overall evaluation of selected apps
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TABLE VII. Sample reviews for generated Topics

App Topic Topic
keywords

Sample reviews Topic
interpre-
tation

Coursera 1 crash, video,
time, phone,
open, Android,
anything,
Chromecast,
try, start

Very slow, videos cannot play properly, and courses are not at all
optimized for mobile, so they are full of bugs that crash videos
and prevent tasks from being completed. Excellent on a computer.
Complete trash on a phone as no effort was made to adapt anything
to mobile. Portrait and landscape flips crash the app. Searching for
classes crashes the app. Looking sideways at your phone crashes the
app

Video
player
crashes
in mobile
app

The courses are great. The app is terrible. The lesson never starts
without a ”whoops, restart the player” message, with no explanation
why the player will not work. Then if I do get lucky and the player
works, the video ends up freezing 30 seconds into it. I like courseras
programs, but I cannot do them away from my computer because of
these problems.

6 subscription,
option, course,
payment,
service, card,
contact,
platform,
cancel, charge

Worst experience ever. Wanted a course , subscribed for a 7 day free
trial , did not have the tome to cancel so practically 36 euros were out
of my account for no reason . Then tried to cancel subscription but it
was impossible. There were instructions but nothing like the described
helped . I am still trying to find this gear to find ”manage subscription
” settings. So far nothing. I wish I would never have used this app

Issue
in sub-
scription
feature

Terrible. Registered for a certificate with a 7-day free trial, but instead
I got charged right away. The certificate I tried to enroll in does not
show up in my purchases, instead it is some random ”specialization”.
I cannot access the other courses in the certificate, keep getting the
”enroll” option. There is no customer service email or phone , live
chat is nowhere to be found. When you go to the ”help center” and
you click on log in, it just refreshes the page, with no option to sign
in.

Amazon 2 dark, mode,
still, issue,
UI, white,
get, update,
background

No Dark Mode UI option. Totally unacceptable. You’ve got the
technology ... the Prime Video portion of the app is Dark Mode. How
about making it possible for the entire UI to have a Dark Mode option
(and default to the system setting). And it does not work at all with
the talkback screen reader. Once again this is totally unacceptable and
pathetic.

Requesting
dark mode
option

No dark mode support is a big no for me.
1 search, make,

find, back,
want, user, add,
experience,
feature, item

I really hate the new AI feature (”Rufus”). The fact that there’s no
setting to even just disable it is absolutely ridiculous, and dismissing
it is largely ineffective because it pops back up if you want to look at
a different version of the same product (switching colors of an article
of clothing, for instance). I don’t understand the reasoning behind why
this feature is essentially mandatory for people who don’t want it/find
it annoying.

Issue with
the newly
added AI
feature

The AI feature is completely useless. We used to be able to search
the reviews for keywords and now it’s all AI nonsense unrelated to
the item I want to buy!
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TABLE VIII. Evaluation results of the prioritization

App MAE Spearman’s rank
correlation

LinkedIn 0.2232 0.9000
msTeams 0.2540 0.667
Coursera 0.2845 0.6190
Udemy 0.1656 0.9000
Messenger 0.1650 0.8811
Whatsapp 0.1077 0.8095
eBay 0.0935 0.6786
Amazon 0.0855 0.6000
Average 0.1724 0.7569

6. CONCLUSION
This study proposed a novel framework for topic pri-

oritization aimed at optimal app improvement. The key
component of the framework is the multi-criteria topic pri-
oritization formula. It consist of four criteria: entropy, topic
prevalence, thumbsup count and sentiment score. In this
study, all these components were considered as equally im-
portant and calculated the priority scores by assigning equal
weights. In order to generalize the approach, eight apps
from four different app categories were used to validate the
framework. Here, LDA was used to topic modeling while
Word2Vec was utilized for synonyms identification. The
framework’s effectiveness was demonstrated through a com-
parative evaluation against priority scores assigned to user
reviews by external app developers. The results indicated
that the proposed framework achieved an average MAE of
0.1724 and a Spearman’s rank correlation of 0.7569. These
evaluation results highlight a strong alignment between the
predicted and actual priorities. Additionally, the visualiza-
tion of results facilitated a clear comparison of pattern of
topic priorities. Overall, this proposed framework addresses
a crucial aspect of app improvement by emphasizing UX
and user concerns. It allows app developers to identify and
prioritize the most critical user concerns within time period
to address in the next patch or update release of the app.
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