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Abstract: Segmentation of ECG to obtain significant and relevant features has been a significant and inevitable step in achieving 

dimensionality reduction in automated heart disease diagnosis systems. Reduction in mortality due to the cardiovascular issues rate 

can only be achieved through accurate and rapid classification. Nonstationarity and high variability augment the complexity of the 

detection process in the domains of time and frequency. These difficulties are further enhanced due to imbalanced and vague datasets. 

In this paper, we propose to use a deep learning module to tackle the imbalance in the datasets by applying recurrent neural networks 

using long short-term memory layers (LSTM) to classify ECG into two classes. It has been seen that LSTM networks can effectively 

extract sequential timing information in the input ECG samples. To remove the imbalance in the datasets, oversampling and focal loss-

based weight balancing techniques have been used, which eventually enhance the accuracy of classification. The proposed approach, 

an LSTM network with oversampling technique, provides an accuracy of 99.54%, which is considerably better than the traditional 

approaches that yield an accuracy of around 98%. Moreover, this method is insensitive to the quality of the ECG signal due to the 

fuzzification process followed in the initial stages of processing the dataset. Deployment of the proposed method for bio-signal 

telemetry or pharmaceutical research to assist physicians in their work is the most promising advancement in this domain. 
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1. INTRODUCTION  

An electrocardiogram (ECG) is the most significant 

indicator of heart conditions. According to a World Health 

Organization report, nearly 18% people die of 

cardiovascular diseases every year and a significant number 

of people lose their lives as a result of delayed medication. 

Automated diagnosis and analysis are indispensable for 

quick clinical diagnosis. Various methods of ECG 

classification include time domain methods which involve 

evaluation of intervals and amplitudes for feature set 

creation [1][2][3][4]. Additionally, frequency domain 

methods have been employed by [5][6],[7] to extract the 

significant frequencies that assist in heartbeat detection. A 

vast review of arrhythmia classification methods has been 

done by [8], [9]and [10]. Segmentation based on Markov 

models carried out by [11],[12][13] has suggested that these 

models are ill-suited for ECG feature extraction, and semi-

Markov modelling needs to be carried out. The time-

frequency approach has proven highly effective in 

extracting frequency at a finer resolution [14],[15][16]. 

SVM, radial basis function NN-based classifier [17], 

multilayer perceptron and various search algorithms have 

enhanced the performance of classifiers [18],[19]. Many of 

the methods discussed in the given literature employ hard-

coded features for signal processing, segmentation and 

detection, which eventually leads to high false positives and 

consequently to misdiagnosis. We use a deep learning-

based automated classification process to deal with the 

challenges involved in classification of ECG that involves 

high variability. Long term short memory (LSTM) is an 

advanced deep learning method [20] for processing time 

series. LSTM networks have been widely used for speech 

processing, natural language processing and handwriting 

recognition [21]. 

In this work, we propose using a bidirectional LSTM 

model for appropriate prediction of ECG samples. The 

novelty of this work lies in the use of a dual procedure to 

deal with the imbalance in the datasets. The efficacy of the 

proposed method is proven through extensive 

experimentation and comparison with existing feature 

extraction techniques. The next section provides a survey 

of the research carried out in using variants of the deep 

learning model. 

http://dx.doi.org/10.12785/ijcds/100178 
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2. RELATED WORK 

 Few networks can be considered special neural 

networks where information is passed from the past event 

to its successor. Recurrent neural networks (RNN) are an 

example of such networks that help in analyzing short 

sequences. LSTM networks are redesigned RNN models 

which allow the relevant information to loop through a 

network and maintain a memory state. Significant 

information is retained while less significant information 

is eliminated form the process. Recently, LSTM-based 

deep learning on ECG was implemented by researchers to 

extract the temporal features. This model attained an 

accuracy of 99.86%. Yildirim et al. also carried out 

arrhythmia detection on long ECG segments with 91% 

accuracy. An auto encoder model based on LSTM 

networks has been developed by [22] for ECG detection. 

Effective error profile modelling using LSTM networks 

has been done by [23]. Evaluation of features for 

prediction of errors using LSTM in the form of overall 

summaries has been proposed and a successful predictor 

for the same was developed by [23] with good 

performance. [24] classified ECG beats with 74% 

accuracy. The proposed RNN-LSTM based ECG 

classification does not require any hand-crafted signals; it 

involves simplicity in the modelling for arrhythmia 

detection. The inherent presence of loops allows the 

network to store previous information about the temporal 

shape of ECG samples. Significant characteristic points 

can hence be retained and trivial ones can be lost. A 

primary problem with RNN is that long-term dependencies 

cannot be resolved. Vanishing gradient problem wherein 

weights having value less than 1 are multiplied several 

times so that they gradually reduce to zero without any 

significant change in the previous weights is a major issue 

with RNN structures. Sequences that show long-term 

dependency pose a problem for neural nets in their learning 

phase. LSTMs are specialized RNNs that are able to retain 

previous information for a longer duration. Fig. 1 shows 

the the internal structure of an LSTM cell. 

 

 

Figure 1.  LSTM cell [25] 

 

 

RNNs that look like interconnected chains as seen in Fig. 

2 are the most appropriate choice while dealing with long 

sequences of ECG signals. The time-dependent nature of 

the network is modelled using LSTM networks. This is 

illustrated in Fig. 3. Theoretically, RNNs are certainly 

capable of retaining information termed as "long term 

dependencies". However, in practice, the performance 

degrades as dependencies become too long [27]. LSTM 

networks have been applied to a variety of problems and 

seem to work tremendously well [26]. The connected 

network seen in Fig. 4 is the LSTM structure that has 

repeating modules—just like RNNs with four neural 

network modules connected in a special way. Every line in 

Fig. 4 denotes a connection from input to output. The pink 

circles denote point-wise operations while yellow boxes 

represent a neural network. 

 

 

Figure 2.  RNN cell [26] 

Figure 3.  RNN cell [27] 

 

Figure 4.  LSTM structure [26] 
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3. RATIONALE 

Imbalance in the datasets adversely affects the 

classification accuracy. This happens primarily for two 

reasons: 1) as beats from one class occupy a large 

proportion of the total, the training efficiency goes down, 

and 2) Model degeneration takes place due to class 

imbalance. The problem of class imbalance has been 

addressed in literature using a cost-sensitive adaptation of 

the LSTM network. These cost-sensitive items have been 

introduced in back propagation learning procedures for 

classification purpose. The oversampling method has been 

employed to solve the problem of class imbalance. 

Specific probability distribution functions such as Gamma 

and Gaussian have been used by [28] to generate new data 

points. A few researchers have combined CNN and LSTM 

layers for diagnosis of multi-class arrhythmia to achieve 

an accuracy of 98%. Another method that deals with the 

class imbalance problem is the "focal loss method" which 

assigns lower weights to the attributes with higher 

contributions in terms of number and, more weight is 

assigned to samples that are fewer.This method has been 

used in our work as it assigns more weight to the samples 

which are hard to classify during the training process. 

Undersampling of samples belonging to majority class has 

also been a method worked upon by [29]. Synthetic 

minority oversampling with random undersampling has 

been employed by Liu et al. to deal with the class 

imbalance problem. 

In the work proposed in this paper, we have used the 
focal loss method to classify the two class ECG samples. 
We have referred to the standard benchmark database 
which is widely used in literature—the MIT-BIH 
arrhythmia database—for experimentation. Novelty lies in 
use of a focal loss parameter to undermine the majority 
samples such that their contribution to the total loss is 
insignificant  despite having these samples in large 
numbers. Basically, the algorithm trains the network with 
a sparse set of samples. The extensive experimentation on 
the database shows that results obtained outperform most 
of the previous results in terms of accuracy and 
complexity. Comprehensive experimentation with 
optimizers prominently highlights the efficacy of the 
LSTM network proposed in the paper. 

4. METHODOOGY 

 A detailed description of the modules involved in 

classification of ECG beats into Normal and Atrial 

Fibrillation beats is shown in Fig. 5. The input ECG 

samples are taken from Physionet Challenge Dataset [30]. 

Apart from 5050 Normal Beats and 738 Atrial Fibrillation 

beats, this database also contains noisy recordings beats. 

Hence, the preliminary denoising process has been carried 

out using enhanced savitzky golay filtering to have a 

cleaner ECG dataset. Every beat is 9000 samples long. A 

sequence length of 1000 samples is chosen as input to the 

bidirectional LSTM (BI-LSTM) network. Owing to its 

ability to acquire contextual information from past and 

future samples, the current sample is predicted 

 

 

Figure 5.  Methodology 

This prediction is in the form of probabilities. As seen in 

Fig. 5, the BI-LSTM network is further connected to a 

fully connected dense structure of hidden neurons. The 

weights of these intermediate hidden neurons are altered 

using a backpropagation algorithm to have the softmax 

layer make a correct prediction. This layer maps all the 

inputs in the range of 0 and 1 which is similar to the 

generation of probabilities. A binary cross entropy based 

classification further classifies the samples into two. The 

flowchart given in Fig. 6 shows the various steps involved 

in the LSTM-based classification of ECG samples. 

Prediction of the beat from input samples using LSTM 

network has been carried out in the R environment using 

OSTSC package as well as in MATLAB. An oversampling 

method to classify uni-variant multi nominal time-series 

has been used for experimentation. Oversampling has been 

used marginally to equalize the number of samples in two 

classes. The focal loss method with variation in batch size, 

focusing parameter, and drop-out values has been 

extensively studied in this work to provide an analysis of 

the effect of variation of these parameters on classification 

accuracy. The novelty of this work lies in the use of LSTM 

networks with oversampling as well as the focal loss 

method for ECG classification. The results clearly indicate 

the efficacy of the above mentioned method which is 

discussed in the next section. The primary utility of the 

bidirectional LSTM model is that it can process the 

sequence in both directions whereas a regular LSTM 

network can only deal with the sequence in a forward 

direction. 
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Hence, in the proposed work, a bidirectional LSTM  

model has been used for classification of Normal and  

Figure 6.  Flowchart 

Atrial Fibrillation ECG signals using a novel method to 

deal with class imbalance. 
 

5. EXPERIMENTATION 

The dataset employed is the MIT BIH Arrhythmia 

dataset was obtained from the Physionet 2017 Challenge, 

which is available at [30].The sampling frequency of The 

ECG signals considered here is to be 300 Hz for 

classification of signals into Normal and Abnormal beats. 

The procedure involves binary classification of the input 

samples using the LSTM network in a deep learning 

framework. The evaluations have been done on an Intel 

core i7 processor in Microsoft Windows 10 64 bit 

operating system. Software simulations have been carried 

out in MATLAB and R environment. A histogram of the 

sample length as seen in Fig. 7 shows that most of the input 

signals are almost 9000 samples long. Visualization of the 

input samples as seen in Fig. 8 shows that atrial fibrillation 

samples are spaced irregularly while normal beats are seen 

regularly spaced. Generally, the P wave which occurs 

before QRS complex is absent in atrial fibrillation. A two-

stage classification process is carried out to compare the 

effect of dataset imbalance on the classification accuracy 

using LSTM network. In the first stage, the raw ECG 

signals with 5050 Normal samples and 718 abnormal 

Figure 7.  Histogram of Input samples 

 

Figure 8.  Input samples: Normal and Atrial Fibrillation samples 

samples have been used for classification by splitting the 

dataset in the ratio 9:1 for train and test respectively. A 10-

fold cross validation method has been used to compute the 

classification accuracy. The LSTM network is trained for 

the given dataset according to the configuration as 

indicated in Table 1. 

A. Evaluation Metrics 

The evaluation metrics based on the confusion matrix have 

been indicated by the formulae denoted by equations (1)–

(5). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴𝑟) =
𝑃𝑠 + 𝑁𝑠

𝑃𝑠 + 𝑁𝑠 + 𝐹𝑝𝑠 + 𝐹𝑛𝑠
    (1) 

𝑅𝑒𝑐𝑎𝑙𝑙(𝐶𝑟) =
𝑃𝑠

𝑃𝑠 + 𝐹𝑛𝑠
                                  (2) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃𝑟) =
𝑃𝑠

𝑃𝑠 + 𝐹𝑝𝑠
                          (3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦(𝑆𝑃) =
𝑁𝑠

𝑁𝑠 + 𝐹𝑝𝑠
                      (4) 

𝐹1 =
2 ∗ 𝐶𝑟 ∗ 𝑃𝑟

𝐶𝑟 + 𝑃𝑟
                                            (5) 
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Parameters such as Accuracy, Recall, Precision and F1 

score parameters have been employed for an unbiased 

evaluation as the datasets are imbalanced in nature. 

Various cases, including change in batch size, change in 

dropout values and change in optimizers, have been 

studied to get an idea of the optimal LSTM configuration 

for ECG classification. Primarily, the effect of extracting 

features such as entropy and instantaneous frequency has 

also been studied and comparative results have been 

investigated. 

B. Effect of Optimizers on Accuracy 

The effect of various optimizers on the classification 

accuracy of the LSTM configuration has been studied and 

tabulated in Tables 2–3. Optimizers play a crucial role in 

updation of weights to minimize the loss cost. The 

momentum parameter, when used with optimizers, 

certainly accelerates the convergence process. Hence, the 

classification results with LSTM configuration based on 

stochastic gradient descent with momentum (SGDM) has 

been used for experimentation and compared with other 

optimizers. The training plot for the SGDM optimizer-

based LSTM network as seen in Fig. 11 oscillates around 

50% without trending either downward or upward. This 

indicates that we need to change the training option or 

optimizer.  

 

Decreasing the batch size or the learning rate might 

help in convergence at the cost of longer training time. The 

Nesterov accelerated gradient algorithm is a slight 

modification to the classical stochastic gradient algorithm 

wherein the weight modification is done by looking at the 

future samples. Adagrad, another modified SGDM 

algorithm, has also been used for study. In this algorithm, 

frequently occurring parameters undergo fewer updates 

while infrequent parameters undergo more updates. 

Adagrad automates the selection of learning rate but the 

problem of radically diminishing learning rates exists, 

which is resolved in the Adam optimizer. The accuracy 

using Adam optimizer is 90% as seen in Fig. 12 and the 

focal loss curve over the epoch seems gradual. Hence, 

convergence is slow. Memory requirements of the Adam 

optimizer-based LSTM is also low. The additional 

momentum parameter when passed to the LSTM network 

configuration with the Adam optimizer speeds up the 

convergence as seen in Fig.14.The Adadelta optimizer, as 

seen in Fig.15, also tries to resolve the problem of 

aggressively reducing learning rate in Adagrad by 

restricting the window of the past accumulated gradient to 

a fixed size. The Nesterov-accelerated Adaptive Moment 

(Nadam) Estimation, as seen in Fig. 13, combines the 

classical stochastic gradient and Adam optimizer. 

 

 

TABLE I.  LSTM NETWORK CONFIGURATIONS 

LSTM cells Network Layers Optimizers Drop Out Epoch Batch Size Cost function 

64 4 
 

Adam 

 

0 

 

350 

 

150 

 

Focal Loss 

64 4 
 

Adadelta 

 

0 

 

350 

 

150 

 

Focal Loss 

64 4 Nadam 
 
0 

 
350 

 
150 

Focal Loss 

64 4 RMSprop 
 

0 

 

350 

 

150 

Focal Loss 

64 4 Adam 
 

0 

 

350 

 

150 

Oversampling with 

Focal Loss 

 

TABLE II.  CLASSIFICATION ACCURACY FOR DIFFERENT DROP OUT VALUES 

Drop Out 
 

0 

 

0.1 

 

0.2 

 

0.3 

 

0.4 

 

0.5 

Accuracy 98.24 97.52 

 
99.21 

 
98.76 

 
98.54 

 
99.54 

 

TABLE III.  CLASSIFICATION ACCURACY FOR DIFFERENT DROP OUT VALUES 

 

Batch Sizes 
 

100 

 

150 

 

200 

 

250 

 

300 

 

350 

Accuracy 98.24 97.52 

 

99.21 

 

98.76 

 

98.54 

 

99.54 
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Nadam is generally used for noisy and unstable gradients. 

Table 2 indicates the effect of change in dropout on the 

accuracy. Change in dropout value does not affect the 

classification accuracy considerably. It is seen highest at a 

dropout value of 0.5. 

The effect of change in the focal loss parameter on the 

accuracy was evaluated. The effect of this parameter on 

abnormal beats was minor; however, as focal loss was 

increased further, the loss in correct detection of normal 

samples reduced. As focal loss was increased beyond 3, 

the misclassification showed a sharp increase. This can be 

seen in Table 3. Moreover, the experimentation has been 

done for various batch sizes as seen in Table 3. An optimal 

batch size of 150 yields the highest accuracy with due 

consideration given to the evaluation time. As the batch 

size increases, the execution time also increases 

exponentially. The effect of using features such as 

instantaneous frequency and entropy on classification 

accuracy can be seen in Fig. 9. These have been extracted 

using the spectogram on the MATLAB platform. The 

results indicate an accuracy of around 90% with a low 

computational complexity. Owing to the high variability in 

ECG signals and the instantaneous frequency, which is 

calculated from the short time frequency and transforms 

based on fixed window lengths, a generic high accuracy 

model cannot be devised. Hence, the proposed BI-LSTM 

network that caters to class imbalance using oversampling 

and focus loss generalizes well on the Physionet Challenge 

Dataset. 

6. COMPARATIVE ANALYSIS 

Classification of ECG samples has been a topic of 

research for decades. ECG being a highly non-stationary 

signal, extraction of significant information from the 

morphology becomes a difficult task. Support vector-

based feature extraction and classification methods as used 

by Raj et al. and Sharma et al. have shown promising 

results. The proposed work based on BLSTM, however, 

certainly shows better accuracy and exhibits robustness 

due to novelty in removing the class imbalance. 

Oversampling to equalize the classes and focal loss 

method to correctly weigh the features has significantly 

increased the classification accuracy. The wavelets-based 

clustering method for ECG classification as shown in 

Table 5 exhibits an accuracy of around 96% at the cost of 

an increase in computational complexity. The work done 

by Oh et al. and Yildrim et al. as seen in Table 5 is 

comparable to the proposed work. As shown in Fig. 9, the 

confusion matrix was  

 

TABLE IV.  OVERALL ACCURACY FOR DIFFERENT VALUES OF FOCUSING PARAMETER (𝛾) 

 

  

Figure 9.  Accuracy and Focal Loss curves for proposed BILSTM 

model 

Figure 10.  Confusion Matrix for BILSTM with Feature Extraction 

module 

 

 

 

 

Focusing 

Parameter-(ᵧ) 

 0   0.5   

 1 

 

2 

 

3 

 

4 

 

Accuracy 

 

94.26  

 

95.58  

 

97.62  

 

98.45  

 

97.42  

 

93.82 
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TABLE V.  COMPARATIVE  ANALYSIS 

Works Year Method Accuracy Recall PP 

 

Martis et al.  

 

2013  

 

 PNN  

 99%   

98.69%  

 

99.9%  

Raj et al. 2016 SVM-PSO 99.58% - - 

Sharma et al. 2017 HHM-SVM 99.51% 89.64% 99.71% 

Jung Lee et al. 2017 WKNN 96.12% 96.12% 99.91% 

Yildrim et al. 2018 DU LSTM 99.25% - - 

Oh et al. 2018 CNN LSTM 98.10% 97.50% 98.70% 

Proposed Work 2020 BI LSTM 99.54% 98.46% 99% 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.  Accuracy and Focal Loss curves using SGDM optimizer

obtained for the input raw Physionet 2017 Challenge ECG 

dataset that contained rhythms other than normal and 

Atrial fibrillation. The performance metrics, sensitivity 

(92.1%), specificity (53.%), precision (14%) and F1 score 

(24.73%) clearly indicate low accuracy. To improve upon 

the classification accuracy, initial preprocessing in fuzzy 

rough (FR) domain [31] was carried out as datasets 

contains few noisy and unrelated samples. More 

explanation on preprocessing in the FR domain has been 

explained in [31]. Improved results have been shown in 

Fig. 10 which clearly indicates the efficacy of the proposed 

model as cross entropy loss almosts tends towards zero in 

lesser time compared to the previous model. The time 

required for training is considerably reduced to achieve 

nearly 99% classification accuracy. 
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Figure 12.  Accuracy and Focal Loss curves using Adam optimizer 

 

 

Figure 13.  Accuracy and Focal Loss curves using Nadam optimizer 
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Figure 14.  Accuracy and Focal Loss curves using Adam optimizer with momentum (RMRprop) optimizer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15.  Accuracy and Focal Loss curves using Adadelta  optimizer 
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7. CONCLUSION 

In this study, we explore the use of LSTM networks 

for a binary classification of ECG signals. Various 

configurations of the LSTM network have been studied 

extensively to achieve better convergence. The 

experimentation has been carried out on MIT-BIH 

Arrhythmia datasets. The novelty of the work lies in 

effectively handling the imbalanced datasets to achieve an 

accuracy of 99.54% at a dropout value of 0.5 with the 

Adam optimizer. Variation in batch size and optimizers 

slightly affects the proposed network. The efficacy of the 

model is also tested by providing variation in focal loss 

values. This model can certainly be extended to include 

ECG beats other than arrhythmia beats. The robustness of 

the proposed model with variation in noise levels can be 

tested and would provide further research direction. 
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