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Abstract: Oil and Gas are the prime factors that play a vital role on any country’s economy, irrespective of being exported or imported. 

In order to ensure the economic growth of any country, it is essential for it to forecast the future need of Oil and Gas and plan the 

production and export accordingly. In this paper, four different types of Grey Forecasting Models namely GFM, FAGFM, MFAGFM 

and RGFM are developed and used to predict the future requirements of Oil and Gas production in the Kingdom of Bahrain. The 

official data released through Annual Report by the National Oil and Gas Authority (NOGA) of Bahrain are taken for this research. 

The developed Grey Forecasting Models are employed to forecast 8 most significant factors presented in the annual reports from 2010 

to 2017, namely Total Oil Production, Crude Oil Imported, Crude Oil Run to Refinery+Feedstock, Refinery Production, Local Sales, 

Aviation Jet-fuel, Petroleum Product Export and Total Gas Production for the year 2025. The results of simulation studies are 

encouraging to see that the Kingdom progressing towards achieving its Vision 2030. The accuracy of forecasts are assessed using the 

Average Relative Percentage Error (ARPE) performance measure. 

 

Keywords: Grey Forecast Model (1,1), Rolling Grey Forecast Model (1,1), Grey Prediction, Forecast accuracy, Average Relative 

Percentage Error, Firefly Algorithm. 

1. INTRODUCTION  

The demand for Oil and Gas is continuously on 

their high across the globe for many decades in spite of the 

initiatives by countries on renewable and sustainable 

energies by pulling out oil from the power generation 

sector. The domestic economy of any country is directly 

or indirectly impacted by the import and/or export of oil 

and gas [1]. It has been reported in many studies that the 

Oil and Gas will continue dominating the energy market 

throughout the 21st century [2]. The oil is an 

internationally traded commodity but gas cannot not be 

traded internationally due to cost and means of 

transportation of it. [3]. It has been reported that the oil and 

gas markets will be different than the past and present [4] 

due to many factors including the geopolitics. However, 

the aim of any country’s lawmakers needs to be always to 

maximize the social benefit out of its energy resources [5]. 

The future growth of source of crude oil published in 2013 

by International Energy Agency (IEA) for the period of 

2012-2035 shows that only the countries of Middle East 

will have the increasing growth [4]. It is stated in BP 

Statistical review of 2019 that Production of Oil and Gas 

by the Middle East is 33% and 17% respectively, of the 

world’s production [6]. 

The Kingdom of Bahrain is the first country in 

the region of Middle East which discovered its first oil 

well in the early 1930’s. The energy required for Bahrain 

is generated from its own Oil and Gas resources. The 

Economic Vision 2030 of Bahrain mainly focuses on 

sustainability, competitiveness and fairness through 

becoming a non-oil dependent economy, benefiting its 

people by its robust growth of economy, efficient and 

effective government with high quality policies and the 

thriving society [7]. The government and authorities have 

been developing and implementing plans and strategies in 

order to achieve this Vision by 2030. One of the key 

focusses of Vision 2030 is sustainability, which comprises 

of economic, environmental and social components [8]. 

One of the factors that dictates the economic growth of the 
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country is its natural resources such as Oil and Gas, etc. . 

Hence, it is necessary to continuously monitor the Oil and 

Gas production, export and revenue gained through it 

during the past, present and future to ensure the economic 

growth. In order to keep a track of factors influencing the 

economy and foresee their future, there are many 

techniques employed. The related literature were surveyed 

and found that Grey System Theory has been extensively 

used for this and related purposes. They are presented 

briefly below. 

Grey Models have been proposed to predict the 

pressure status of gas reservoir, gas well and oil reservoirs, 

oil production and gas production [9]. A special type of 

Grey Model (GM) called FSIGM has been employed to 

forecast the future oil consumption in China [10]. A time-

delayed polynomial fractional order grey model has been 

used to allocate optimum oil-gas field to improve the 

production [11]. Various methods published for 

forecasting the consumption of Gas have been 

consolidated in the review [12]. In this research review, 

the methods of prediction, variables being predicted, the 

horizon of prediction and etc. used in the prediction 

methods have been reviewed in detail. Numerical structure 

and numeric value of seismic data are taken in to 

consideration to predict the condition of gas reservoir 

using Grey Models [13]. Gas consumption and fuel 

production in china have been forecasted using improved 

Grey model of prediction in [14] and [15] respectively. 

The former model uses the principle of new information 

priority and the later uses the generalized stepwise ratio.  

The trend and potency tracking method has been 

developed to model a Grey prediction Model [16] and a 

non-parametric incremental learning algorithm [17] for the 

prediction of small size of data sets of manufacturing..  

Other prediction models found in the recent 

literature on various fields of application are, Grey Wave 

Model for prediction of Trade volume of China [18], GM 

and Nonlinear Bernoulli Grey Model for Economic 

forecasting in Taiwan [19], Grey Predication Model to 

predict the emission of CO2, consumption of energy and 

growth of economy in Brazil [20], Grey Model optimized 

by Genetic Algorithm (GA) for forecasting the trend and 

output of IC industry of Taiwan [21], Nonlinear Grey 

Bernoulli Model to forecast the rates of foreign exchange 

of major trading partners of Taiwan [22], Rolling Grey 

Model for prediction of production of Taiwan’s 

semiconductor industry [23], GA based Grey model for 

forecasting the output of Taiwan’s Opto-electronics 

industry [24], Hybrid Grey Forecast Model for forecasting 

the output values of Taiwan’s Industrial Park [25], Grey 

and Verhulst models for prediction of rainfall and water 

level in dam in Thailand [26], Nonlinear Grey Bernoulli 

Model for predicting the pressure under the working 

surfaces in mines in China [27], Artificial Bee Colony 

optimized Rolling Grey Model for predicting the 

spontaneous combustion in coal stockpiles of an electric 

plan in China [28], improved grey model with modified 

background value for energy management in China [29] 

and Grey and Modified Grey prediction models for 

forecasting the generation and consumption of electricity 

in Bahrain [30]. 

It has been found from the literature survey that 

the use of Grey models have resulted a good forecast of 

future status from the past available data of any factor 

being considered. In this paper, four Grey Forecasting 

Models (GFM) namely a simple GFM, a Firefly Algorithm 

optimized GFM (FAGFM), a Modified Firefly Algorithm 

optimized GFM (FAGFM) and a Rolling GFM (RGFM) 

are developed to forecast the production of Oil and Gas in 

the Kingdom of Bahrain. The relevant data for the period 

of 2010 to 2017, published in the annual reports by 

National Oil & Gas Agency (NOGA) of Kingdom of 

Bahrain are used for this study [31].  

The further contents of this paper are organized as 

follows. The proposed GFM, FAGFM, MFAGFM and 

RGFM are described in the following section which is 

followed by the data of NOGA from 2010 to 2017 being 

summarized. Then, the obtained results of proposed 

forecast models are presented with detailed analysis. 

Finally the paper is concluded with further possible scopes 

for extending this research. 

2. GREY FORECASTING MODELS 

Grey Forecast Models are extensively used for 
prediction of future values in almost all areas of technical 
research [32]. Grey Models (GM) are capable of handling 
the uncertainties and incompleteness existing in the 
available data [33]. The mathematical model of Grey 
Model is typically denoted as GM (m,n) with m 
representing the order of differential equation used to 
represent the model having n number of input variables in 
it [34]. One important fact always to be noted is that the 
GM can be used for forecasting the series of data 
containing only positive elements and at least 4 samples. 

A. Grey Forecasting Model (GFM) 

The most simple GFM can be represented as 

GFM (1,1), which is a first order model with single 

variable. The model of GFM (1,1) is derived as follows. 

Considering an actual positive data series  
  nX a

 represented as,  

     4n;)n(x),......2(x),1(xnX )a()a()a(a   (1) 

 An operation called Accumulation Generation 

(AG) is performed on the actual sequence in order to 

reduce the randomness present in it. 

   n,.....2,1m;)i(xmX
m

1i

)a(AG 


  (2) 

The result of AG operation yields,  
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           nx,.....,2x,1xX AGAGAGAG     (3) 

Further, the mean sequence of 
 AGX can be 

obtained as,  
           nx,.....,2x,1xX

AG
m

AG
m

AG
m

AG
m    (4) 

Where, 
            n...3,2k,1kxP1kxPkx

AG
m

AG
m

AG
m 

       (5) 

The value of P in equation (5) is usually taken as 0.5. 

For the sequences presented in equations (1), (3) 

and (4), the GFM (1,1) can be represented as a differential 

equation of order 1 with time variable ‘t’,    

     hXgX
dt

d AGAG       (6) 

Where, ‘g’ is developing coefficient and ‘h’ is 

grey input. 

 

Writing the equation (6) in a difference equation 

form, 
      hkXgkX

AG
m

a      (7) 

By employing the least squares method, the 

estimates of model parameters can be obtained as,  
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     (8) 

Solving the equation (6) to obtain the forecasted 

output at the instant ‘k’ yields, 
 

        n,....2k,
g

h
e

g

h
1xkx 1kga

AG









 



      (9) 

It is to be noted that, 
     1x1x aAG               (10) 

The equation (9) gives the forecasted AG value 

at the instant ‘k’. In order to get the actual forecasted data 

at ‘k’, Inverse of AG (IAG) operation has to be performed 

as,  
        1kxkxkx AGAGa                  (11) 

Therefore, the actual forecasted value at ‘k’, can 

be obtained by using equation (9) in equation (11) as, 

 
 

        

g

h
e

g

h
1xe1kx 1kgag

a









 



              (12) 

 

B. Rolling Grey Forecasting Model (RGFM) 

In actual cases of prediction, usually the oldest 

data has relatively least impact on the future values. 

Hence, by using the latest data and ignoring the oldest data 

to compensate it, the accuracy of forecasting can be 

improved further [24]. This ensures maintaining the same 

number of data points being used for the forecast. This 

method of modifying the GFM is termed as Rolling GFM 

(RGFM). 

Building a RGFM is described as follows. 

For the given actual data sequence of size ‘n’, the 

forecasted data at ‘n+1’ can be obtained as, 
 

        

g

h
e

g

h
1xe11nx ngag

a









 



         (13) 

In order to build a RGFM, the first data point in 

the actual data sequence is removed and the forecasted 

data point at ‘n+1’ is appended at the last [24], thereby 

ensuring that there is no change in the size of the data 

sequence, as shown in equation (14).  

  













 )1n(x),n(x......),2(xnX

)a(^
)a()a(a

1R               (14) 

Then, this new data sequence in (14) is used as 

the actual data to forecast the data at ‘n+2’, as given in 

(15).  

 

  













 )2n(x),1n(x),..3(xnX

)a(^)a(^
)a(a

2R          (15) 

This process can be stopped when reaching the 

required number of instants for which the forecast is 

needed.  This idea of RGFM is depicted in Figure 1. 

 

 
Figure 1.  Rolling Grey Forecast Model 
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C. Firefly Algorithm optimized Grey Forecast Model 

(FAGFM) 

Yet another way to improve the accuracy of 

forecast is to find the optimum value of ‘P’ that is used in 

the equation (5), which is usually set as 0.5. There are 

researches which address on selecting an appropriate value 

for ‘P’ using different methodologies [21-24, 28-29]. 

Optimization algorithms such as Genetic Algorithms (GA) 

[21, 24] and Artificial Bee Colony Algorithm [28] have 

also been employed for choosing an optimum value of ‘P’ 

with the objective of minimizing the forecasting error.   

Firefly Algorithm (FA) is a popular and well-

received method of swarm intelligence, introduced by 

Yang [35]. FA is capable of dealing with non-linear and 

multi model problems of optimization with faster 

convergence than its counterparts [36] and searching 

globally in the spaces of large dimensions [37]. The 

flashing light emitted by the fireflies is used as a 

communication signal by them to attract their prey, 

matting partner and means for warning others. The 

intensity of this flashing light increases when the square of 

distance decreases and thereby the attractiveness too. This 

phenomenon is utilized to formulate the objective function 

of FA optimization [36-37]. Three parameters are used to 

control the performance of FA, namely the randomization 

parameter, absorption coefficient and the attractiveness. 

The algorithm of FA is presented in Figure 2. 

 

Figure 2.  Firefly Algorithm Flow chart 

In the proposed FAGFM, FA is used to find the 

optimum value of ‘P’ for which the forecasting error will 

be minimum. The Average of Relative Percentage Error 

(ARPE), given in equation (16) is considered as Objective 

function for FA to minimize.  

%100
)m(x

)m(x)m(x

n

1
ARPE

n

1m )a(

)a(^
)a(




  
              (16) 

Where,
)m(x

)m(x)m(x
)a(

)a(^
)a( 

is Relative Error (RE). 

The other parameters of FA considered in this 

research are listed in Table I. 

TABLE I.  FIREFLY ALGORITHM PARAMETERS 

Number of Fireflies 500 

Randomization parameter  0.8 

Attractiveness  0.5 

Light absorption coefficient  1 

Total number of Evaluations 100 

 

D. Modified Firefly Algorithm optimized Grey Forecast 

Model (MFAGFM) 

In the basic GFM described earlier, the parameter 

‘P’ is taken as 0.5 to find the background value in Equation 

(5). This means that the average of two consecutive values 

are taken as ‘P’, irrespective of the nature and amount of 

change from the former value to the later one. Hence, in 

the proposed FAGFM, the optimum value of ‘P’ is found 

using the FA with an objective function of minimizing the 

ARPE. Here again, the optimum value of ‘P’ is used in 

common for the whole data sequence without concerned 

about the nature and amount of change between two 

consecutive values of the data. In order to improve the 

forecasting accuracy further, in this section, a novel 

Modified Firefly Algorithm optimized Grey Forecast 

Model (MFAGFM) is proposed, Here, instead of using a 

single optimum value of ‘P’ across the whole input data, 

the novel idea of using individual optimum ‘P’ values is 

used by finding ‘P’ for each couple of consecutive values 

in the given input data. This newly proposed approach is 

explained below. 

For the mean sequence 
 AG

mX given in Equation 

(5), the optimum values of ‘P’ found by FA are 

represented as, 

   1P0,P,.....,P,PP 1n21                 

(17) 

The obtained optimum values of ‘P’ using FA are 

used to find the background value as,  
    

         
n...3,2k

,1kxP1kxPkx
AG

m1k
AG

m1k
AG

m



 

                                (18) 



 

 

 Int. J. Com. Dig. Sys. 13, No.1, 475-484 (Mar-23)                        479 

 

 
http://journals.uob.edu.bh 

 

This method of using individual optimum values 

of ‘P’ improves the forecast accuracy further than using a 

single optimum ‘P’ value for the whole input data. 

 

3. NATIONAL OIL & GAS AGENCY (NOGA) 

DATA OF KINGDOM OF BAHRAIN 

The National Oil & Gas Authority of Bahrain is a 
government organization established in 2005 in order to 
look after all affairs related to Oil and Gas related 
businesses in the Kingdom. NOGA publishes the annual 
report every year in its official website www.noga.gov.bh. 
The data pertaining to the production of Oil and Gas and 
their consumption, have been extracted from these 
published annual reports from the year 2010 to the latest 
available annual report of the year 2017. The various 
factors that are extracted for consideration in this research 
are namely Total Oil Production (TOP), Crude Oil 
Imported (COI), Crude Oil Run to Refinery+Feedstock 
(CORRF), Refinery Production (RP), Local Sales (LS), 
Aviation Jet-Fuel (AJF), Petroleum Product Export (PPE) 
and Total Gas Production (TGP). The extracted data of 
these eight factors for the period of 2010 to 2017 are 
consolidated and presented in Table II. There are few slight 
differences found in the entries in the published annual 
reports, in such cases the latest entries are considered. 

TABLE II.  OIL AND GAS STATISTICS ( IN MILLION BARRELS) 

 

4. FORECASTING THE PRODUCTION AND 

CONSUMPTION OF OIL AND GAS IN KINGDOM OF 

BAHRAIN 

The models of GFM (1,1), FAGFM (1,1), MFAGFM 
(1,1) and RGFM (1,1) have been built and simulated for 
forecasting the values of the listed factors of Table 2. The 
forecasted values of these factors for the years 2011 to 2017 
are obtained and compared with their actual values to 
access the accuracy of forecasts. The APRE given in 
equation (16) is found for this purpose. Further, the 
forecasted values for the years 2020 to 2025 are obtained 
and presented in the next section. 

5. RESULTS AND DISCUSSION 

The obtained results of forecasts by GFM (1,1), 
FAGFM (1,1), MFAGFM (1,1) and RGFM (1,1) are 
compiled and presented in Table 3. 

 

 

 

 

TABLE III.  FORECASTED RESULTS OF GREY FORECASTING 

MODELS 

 

 
 

The actual values and forecasted values of all factors 
are compared and shown graphically in Figures 3 (a) to (h). 
The forecasted values from 2020 to 2025 are also included 
in these figures. Where ever needed, a portion of plot is 
magnified and shown as subplot to show the difference in 
forecasted results of all models. 

 
(a) Total Oil Production 

 
(b) Crude Oil Imported 
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(c) Crude Oil Run to Refinery + Feedstock 

 
(d) Refinery Production 

 
(e) Local Sales 

 
(f) Aviation Jet-fuel 

 
(g) Petroleum Product Export 

 
(h) Total Gas Production 

Figure 3.  Actual and Forecasted data from 2010 to 2025 

 
From the above figures it is found that the forecasting 

ability of proposed MFAGFM is more accurate than the 
other forecasting models namely GFM, FAGFM and 
RGFM, when the input data has more fluctuations. 
However, when the mean of fluctuation is close to zero 
(figure f), the ARPE has increased and thereby the accuracy 
of forecast has decreased compared to the other models. 
When the input data has less fluctuations (figures e and h), 
the MFAGFM performs much closer to the other models. 
The values of ARPEs in Table 3 also proves that the 
MFAGFM is more promising for the data which are 
changing drastically over the period time. 

The RGFM results show that it performs much better 
than the other three models, when the fluctuations in input 
data is less or mean of fluctuation is close to zero. Hence it 
can be inferred from the results that the proposed 
MFAGFM is better for forecasting the data which is more 
fluctuating and the RGFM is effective when the data has 
less fluctuations and/or the average of fluctuations is close 
to zero. 

In order to show the accuracy of forecast, the ARPE 
performance measure is found for all the four GFMs and 
shown in Figure 4. 
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Figure 4.  Average Relative Percentage Error of forecasts 

The criteria for evaluation of performance of the 
proposed models is given in Table 4 [21, 24, 30]. Referring 
to the Table 4 shows that forecasts of all the four proposed 
GFMs are excellent in their forecasting ability, because the 
ARPE for all the GFMs are less than 10%. 

TABLE IV.  CREITERIA FOR EVALUATION OF FORECASTING 

ABILITY 

Range (%) Forecasting ability 

0  ARPE  10 Excellent 

10 < ARPE  20 Good  

20 < ARPE  50 Reasonable  

50 < ARPE  Poor  

 

The evaluated ARPE values of results of 

experiments are presented in Figure 4. This figure shows 

that the simple GFM and the RGFM are efficient in 

dealing with the TGP data which is in sigmoidal nature and 

LS data which has least changes over the years.s The 

proposed MFAGFM is most accurate among all in 

forecasting the data, such as TOP, COI, CORRF, RP, AJF 

and PPE, which are continuously changing (both increase 

and decrease) in nature. But it is relatively less accurate 

for the LS data which has very less changes over the years. 

For the data which are continuously decreasing (AJF), the 

RGFM model is a suitable one for forecasting with least 

ARPE.  

 

The overall forecasted changes in the NOGA data 

for the year 2025 are obtained in percentage and presented 

in Figure 5. It shows that there will be approximately 60% 

increase in Total Gas Production expected by the year 

2025.  Other large increases forecasted are the Local sales 

which is nearly 35 % and the Total Oil Production which 

is nearly 15 %. Other factors such as Total Oil Production, 

Crude Oil Run to Refinery + Feedstock, Refinery 

Production and Petroleum Product Export are expected to 

increase by a mere amount. 

 

Figure 5.  Forecasted percentage change from 2018 to 2025 

On the other hand, it is forecasted that the Aviation Jet 
Fuel demand will decrease by around 13% and the Crude 
Oil Import will decrease by about 4%. 

6. CONCLUSION  

Four different Grey Forecast Models namely a 

simple GFM, a Firefly Algorithm Optimized GFM, a 

Modified Firefly Algorithm Optimized GFM and a 

Rolling GFM are proposed for forecasting the future 

demand of Oil and Gas production and consumption in the 

Kingdom of Bahrain. Relevant data published by the 

National Oil and Gas Authority, Kingdom of Bahrain, for 

the period of 2010 to 2017 are taken for this research. 

Eight most influential factors have been considered for the 

forecasts. The forecasting performance of the proposed 

GFMs are evaluated against the standard criteria using the 

Average Relative Percentage Error of forecast and all the 

four models are found to be excellent in forecasting 

accuracy. It has been found that the data being considered 

in this research are of different natures such as slightly 

varying, highly varying, only increasing, only decreasing 

and both increasing and decreasing for the given period. 

The proposed GFM and RGFM are found to be most 

accurate for the data which are sigmoidal and least 

changing in nature. The optimized GFMs namely FAGFM 

and MFAGFM are more accurate in forecasting 

continuously changing (increasing and decreasing) data. 

The RGFM is a best model for continuously decreasing 

data. Being the first team pursuing research to attempt 

forecasting such most significant data of the Kingdom of 

Bahrain, the obtained excellent performance of the GFMs 

encourages to look for avenues for further modifications 

to build a generalized forecasting model which can 

efficiently forecast data of all natures. 
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