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Abstract: Nowadays, waste dumping on the city streets has become more frequent, especially in developing countries due to the 
exponential growth of waste generation. This dumping directly affects the city cleanliness, damages resident’s health, and pollutes 
the surrounding environment, air, and water. The conventional waste dump detection and collection method involve humans who 
visit the streets and spots and manually confirm if any dump is obtained. This method requires a considerable number of employees 
and manual operations, which demands a significant amount of energy, time, and money. Additionally, the random appearance of 
waste dump on streets cannot be controlled through the conventional method. The research proposes the automated waste dump 
detection and localization method using deep learning to overcome these disadvantages. In this method, the weakly supervised 
learning approach is implemented using a deep convolutional neural network model. The deep convolutional neural network is 
trained for two categories: waste and no waste, using a manually constructed dataset and tested for the above categories and 
localizing waste dump in images. The model performance is evaluated through matrices for classification, and a survey is conducted 
to assess the accuracy mask generated by the model for waste localization. The precision, recall, F-score, accuracy, and MCC 
matrices are 0.9708, 0.9848, 0.9778, 0.9776 and 0.9553, respectively. The average score from the survey for generated masks is 
obtained 3.9. The performance matrices result imply that the model performs outstanding for classification with an accuracy of 97.76 
percent and is significantly good for localization with an average score of 3.9. Additionally, the study demonstrates two approaches 
for the practical application of the implemented model. (i) Citizen oriented approach: It integrates mobile application with the model. 
(ii) Internet of Things oriented approach: It integrates the existing surveillance system and the model.  
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1. INTRODUCTION 

Municipal solid waste (MSW) has emerged as a 
fundamental concern at the local, national, and global 
level as it is directly associated with human health, 
environmental pollution, and sustainable development of 
metropolitan areas. Generally, MSW contains the non-
hazardous materials generated from daily life activities, 
but residuals yield from different industrial, residential, 
and commercial activities are also considered. According 
to the World Bank report [1], the current MSW 
generation at the global level is approximately 1.3 billion 
tons per year. It will increase by around 2.2 billion tons 
per annum by 2025; India is the most significant 
contributor to this enormous quantity. The MSW amount 
grows with population growth, urban migration, socio-

economic development, and rising living standards. The 
increasing volume has become a severe problem in 
developing countries like India, as the local government 
lacks fund allocation, resources, and advanced 
technology to manage the generated MSW.  Due to this, 
it is observed that the waste is dumped illegally on city 
streets, which severely affects the cleanliness of the city, 
resident's health, and the surrounding environment [2].  
The analysis of last decade waste data shows that the 
quantity of waste is increasing in multiple folds, so the 
dumping cases are occurring more frequently [3]. Also, 
many studies fundamentally demonstrate that proper 
management is essential to control and monitor waste 
dumping. Therefore, dump detection is one of the 
primary concerns of municipal bodies to provide 
effective and efficient street cleaning services. The 
preliminary information about the waste location will 
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significantly improve the collection process in time and 
energy. Numerous studies have sufficient evidence that if 
there are waste dumps on streets or roadside; residents do 
not hesitate to do more dumping. Therefore, it is required 
to detect the waste as soon as it is thrown to maintain 
cleanliness. If streets are free from waste clouds, every 
individual will pay attention before throwing anything, 
and ultimately a good habit will be developed for waste 
disposal. 

Due to the adverse effect of open dumping of waste in 
residential areas, it is necessary to detect the dumped 
waste automatically for immediate action of its removal 
and further monitoring. Nowadays, to decrease the 
frequent cases of open dumping, many municipalities run 
various programs based on social media portals, online 
surveillance systems, and voluntary dumps reported by 
citizen and implement their rules in terms of levy or 
punishment. In residential areas, open dumping hot spots 
are overseen by municipality employees and reported to 
the administration whenever any waste dumping is found. 
In the existing municipal solid waste management 
(MSWM) system, especially in developing countries, 
waste surveillance tasks such as dump identification, 
reporting, and monitoring involve humans, so this system 
incurs a substantial operating cost, energy, and high time. 
Now, an advanced technology-based efficient, and cost-
effective method is required to solve the problems 
mentioned above. The study combines the MSWM and 
current technology to produce excellent results. The 
proposed approach implements the deep convolution 
neural network (DCNN) to detect and localize the waste 
dump in the image automatically.  

Machine learning (ML) has potential applications in 
MSWM, especially detection of waste dumping on the 
street, waste classification for recycling and disposal, 
garbage bin level detection and monitoring, and waste 
generation forecasting involving various influencing 
factors. It refers to the set of techniques and algorithms 
from artificial intelligence that aim to develop a system 
that can learn from training and takes decisions based on 
experience without human intervention. Deep learning 
(DL) is an epoch-making area of ML that exploits the 
artificial neural network with multiple layers and is also 
called a deep neural network. It provides extraordinary 
computing techniques, so it is most prevalent in computer 
science research. The convolutional neural network 
(CNN) is a significant deep neural network with 
substantial computational power to analyze the image 
data. They have emerged as a fundamental solution for an 
extensive range of problems such as photo tagging, 
medical diagnosis, language translation, virtual assistant, 
self-driving car, image caption and colour generation etc. 
[4]. 

Additionally, with the evolution of fast computing 
hardware and CNN, waste detection and classification 
can be performed efficiently with greater precision. For 

waste detection, localization, and classification, the 
system must be significantly resilient and capable of 
functioning correctly in random environment and 
variable background. The literature exhibits that 
supervised and unsupervised learning have been 
implemented using different types of CNNs  [5]. These 
networks have shown many flexible functionalities for 
recognition, localization, and categorization [5]. The 
research implements the weakly supervised learning 
approach using DCNN to detect the waste dump on the 
street. The implemented DCNN is also integrated with 
the mobile app to exhibit the practical application. 
Additionally, it is also be combined with a city 
surveillance system to monitor the dump on the streets 
without human intervention. 

The remaining structure of the study is stated as 
follows. Section 2 presents the review of published 
research in recent years, titled: Application of DL in 
MSWM. Data set construction and implemented DCNN 
are discussed in section 3. Evaluation criteria are 
formulated in section 4 to examine the outcomes. Section 
5 illustrates the integration process of DCNN with other 
systems to depict the practical applications. Section 6 
demonstrates the conclusion of the study and the 
associated discussion.         

2. LITERATURE REVIEW 

The literature review demonstrates the application of 
DL in MSWM studies published in the last few years. It 
critically analyses and compares the studies that apply the 
various approaches of DL to detect, classify and localize 
the waste in the image. DL techniques have the 
capabilities to recognize and learn features directly from 
the image. This characteristic has significantly improved 
image detection and classification.  In 2012, a deep CNN 
AlexNet [6] had been proposed and implemented that has 
exhibited remarkable classification accuracy in the 
Large-Scale Visual Recognition Challenge [7]. AlexNet 
has also been successfully implemented in voice 
recognition and analysis of medical image [6]. According 
to the reviewed literature, it is identified that various 
image recognition approaches have been implemented in 
MSWM, waste processing and recycling. After the 
emergence of different deep CNN, numerous studies 
have been published with significant accuracy to classify 
the waste using image data. In [8], state of the art CNN 
architecture AlexNet is trained on the collected data set 
to detect the waste and classify it into various categories 
to segregate before disposal. 

Similarly, other existing architecture, YOLOv2 and 
YOLOv3, are utilized to recognize the garbage bin and 
differentiate the disposable and recyclable materials [9], 
[10]. A mobile application system is developed to collect 
the e-waste. The system relies on the CNN to detect the 
type of electronic waste and faster region CNN to predict 
shape and size used to determine the number of 
collecting vehicles and their capacity [11]. Additionally, 
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A faster region-based CNN is exploited to count the 
garbage bags [12]. In [13], the transfer learning approach 
combines the three models VGG19, DenseNet169, and 
NASNetLarge to classify the waste image into six 
categories. Various CNN architectures with the different 
number of layers [14], [15] and other CNN such as 
improved ResNext [4], DenseNet121 [16], Auto Encoder 
Network [17], Multilayer Hybrid CNN [18]   have been 
proposed and implemented to detect and classify the 
waste in different categories, namely organic, inorganic, 
medical, plastic, glass, metal, paper, cardboard and trash 
etc. Waste classification is generally utilized to segregate 
different types of waste before the recycling process. 
Different types of CNN are also significantly utilized in 
the various task of MSWM other than waste detection 
and classification. A Long Short Term Memory CNN is 
trained to forecast the waste generation considering 
various influencing factors [19][20] and carbon dioxide 
concentration inside the garbage bin [21]. A deep CNN is 
proposed to predict the per capita waste generation [22] 
and demolition waste for three categories reusable, 
recyclable and landfill [23]. A hardware architecture 
equipped with a camera, microcontroller and servo motor 
is developed to segregate the different types of waste 
materials automatically. The hardware is managed by 
custom software based on the ResNet-34 algorithm with 
multi-feature fusion and a new activation function 
[24][25].  Similar hardware is utilized in addition to 
LoRa communication protocol and TensorFlow object 
detection model in place of ResNet-34 to design smart 
trash bin [26]. 

Additionally, CNN has been successfully 
implemented to detect different types of polyethene [27]  
and defect in potatoes [28]. Moreover, a robot is built to 
pick the garbage on the grass. The robot operations rely 
on custom software-based SegNet and ResNet, where 
SegNet differentiate the ground from other objects, and 
ResNet detects and locates the objects [29]. According to 
the review literature, it can be confidently concluded that 
most studies are concentrated on waste classification. 
Therefore, the study proposed a DCNN architecture to 
detect and localize the waste dump on city streets. The 
model can be utilized in reducing the waste dumping 
frequency, real-time monitoring and assessing street 
cleanliness. Additionally, image location data can be 
used for collection vehicle routing and scheduling.  

3. METHODOLOGY 

Generally, a fully supervised learning approach is 
applied to train the DCNN to solve the recognition and 
localization problems. In this approach, a predictive 
model is trained from a large labelled image dataset, 
where the label of each data point (pixel) specifies its 
ground truth [30]. If this technique is applied in the above 
problems, then each pixel should be manually tagged 
with its ground truth, which is a very tedious process and 
involves high cost and time. Therefore, this article 

implements the weakly supervised learning approach to 
overcome the drawbacks mentioned above. In weak 
supervision, the predictive model is trained according to 
the image label, where the label represents the class of 
individual images. Here, a label is given to every image, 
not to each pixel.   

The article proposes an architecture of DCNN and 
implements it to localize the waste regions present in an 
image. The DCNN is trained for two categories, namely 
waste and non-waste, using constructed dataset. In the 
testing phase, the network predicts the input test image 
category by global average pooling over the segmented 
probabilities generated by the model. The network 
predicts the probabilities of waste for every pixel in an 
image. The main goal of this DCNN architecture is to 
enable the weakly supervised algorithm to take 
advantages of global average pooling. The probabilities 
masks generated by the model is further processed. Here, 
the noisy edges in output images are removed if the 
region enclosed is smaller than a predefined threshold; 
this threshold is 25 pixels. This model identifies the 
waste dump on the street if the test image contains the 
waste areas. The remarkable performance of the 
implemented network shows its utilization scope in smart 
city development. 

A. Data Set Construction 

In image recognition, massive research has been 
carried out due to the availability of massive, annotated 
datasets, namely ImageNet, CIFAR10, and MS-COCO. 
After the rejuvenation of DCNNs, image recognition 
research is increased multi-fold in the last few years. 
Contrary to all published datasets for machine learning 
research, the extensive database of ImageNet contains 
more than 10 million classified natural images with 
approximately 1000+ categories. These datasets provide 
the backbone for the training of DCNNs to substantially 
increase the accuracy of object recognition and 
segmentation problems [31]. Among these large 
categories, no such class is available to train the DCNN 
for waste detection and localization. Additionally, no 
other waste dataset is publicly accessible to obtain 
research objective, and the own dataset is built in 
previous studies.   Therefore, a dataset is handcrafted that 
comprises two categories: waste and non-waste, to 
accomplish the research goal. 

The constructed dataset contains 5000 images in each 
category. These images are collected from different 
internet sources and manual capturing.  All three authors 
have done manual label the collected images according to 
the criteria: an image is placed in one of the dataset 
categories if it is labelled the same at least by two people; 
otherwise, it is discarded. Following the above process, 
5000 images are labelled as waste and 5000 images as 
non-waste to form the final dataset. The dataset has no 
ambiguity in categorization within the human perception 
of recognition. Deep classified data distribution 
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characteristics play an essential role in learning more 
general and accurate models [31]. The selected images 
have a natural background and various environmental 
conditions that train the system more robustly and 
improve the waste detection accuracy. The study divides 
the dataset into two distinct sets; namely, the training set 
includes 75% images of the total from each category, and 
the remaining 25% are put in the testing set.  

B. Implemented DCNN 

CNN is multi-layered architecture composed of 
consecutive convolutional and pooling layers in 
succession with fully connected layer(s) like a 
conventional multilayer neural network.  Convolution 
layers take the dot product of the sliding filter or kernel 
and apply a non-linear activation function. The calculated 
dot product outputs are convolved feature or feature map. 
CNNs are multi-layered neural networks generally used 
in recognizing and localizing visual patterns directly 
from image pixels. The CNN architecture can exploit the 
two-dimensional structure of the input image. It is 
obtained by making weighted connections between 
consecutive convolutional layers and making any pooling 
that generates the translation invariant feature maps. 
They are very robust for distortion and minimal pre-
processing. The CNNs are mainly used in object 
recognition and localization in an image or video with 
remarkable performance and accuracy in real-time. 

Additionally, they have wide application in image 
segmentation and restoration, vision-based obstacle 
detection and avoidance. In this paper, the max-pooling 
along with global averaging pooling CNN is 

implemented. This type of network consists of 
consecutive convolutional and pooling in alternation. 
This proposed network comes under a large class of 
models known as Multi-Stage Hubel-Wiesel 
Architectures that determine position-specific simple 
small regions with local receptive fields like 
convolutional layers and complex regions that carry out 
operations like pooling layers. Figure 1 illustrates the 
proposed CNN architecture.  

The convolutional layer of the network consists of 
linear filters in the succession of a non-linear activation 
function to detect the input. The CNNs are acknowledged 
as potential networks due to parameter sharing and 
integration of convolutional and pooling layers. They 
have combined convolutional and pooling layer. In image 
processing, convolution operation implies a filter 
operation that extracts the feature map from the input. 
After convolution operation, max pooling is performed to 
shorten the feature map by exploiting neighbouring 
pixels of the same nature from the feature map—this 
deep structure of alternatively connected convolution and 
pooling layer built forward inference pass. In CNN, 
elementary matrix multiplication operations are 
performed, and these operations do not have any branch 
operation. Hence, these operations are implemented 
through parallel computation, which can be most 
efficiently executed on GPUs.  Additionally, CNN is 
advantageous in terms of training and the number of 
parameters. They have significantly fewer parameters 
and easy to train than the fully connected network of the 
same hidden layers. 

Figure  1. Convolution neural network 
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Input Layer: This layer of CNN defines the size of 
the input image and contains directly extracted values of 
raw pixels. The image size is described by the height, 
width and number of colour channels (1 and 3 for 
grayscale and colour images, respectively) of that image. 
Contrary to neural networks that take the input data as a 
vector, data is fed as a multi-channel image.  This layer 
also performs the additional function of data pre-
processing. There are many ways of data pre-processing 
such as simple rescaling or normalization, mean 
subtraction, normalization and principal component 
analysis (PCA) and whitening. In a simple rescaling 
process, input data is rescaled independently in all data 
dimension so that the output data vector has the range [0, 
1] or [-1, 1] according to the dataset. Mean subtraction is 
generally applied when data is stationary; it subtracts the 
average of training data set from each feature in the input 
data. Geometrically it centralizes the data cloud nearby 
origin along each dimension. PCA and whitening is a 
type of pre-processing in which data is concentrated, as 
explained above. Then covariance matrix is calculated to 
find the correlation structure in the dataset.   

Convolution layer: It is the primary building block 
of CNN, consisting of independent filters that convolute 
independently with the image and generate feature maps. 
It consists of several parameters such as filters and 
strides. The size of data and complexity determines the 
count of convolutional layers.  

Filters and strides: The Convolutional layer of the 
CNN has a two-dimensional layer of neurons mapped 
over the small segments of the input images. Neurons set 
up the weights over these segments to learn the features 
from these areas. The set of applied weight is known as a 
filter. The filter is shifted in the horizontal and vertical 
direction for performing the same calculation in each 
area. The step size of the shift is called a stride.      

Feature Maps: When the filter walks on the input 
image or output of the previous layer, it utilizes the same 
set of weights for performing the convolution operation 
to generate the feature maps. Consequently, the count of 
the feature maps is equal to the filters. All feature maps 
have a distinct set of weights and neurons of the same 
map utilizing similar weights for different input regions 
[5]. All these filters are initialized randomly and become 
our parameters which will be learned by the network 
subsequently. 

Batch Normalization Layer: The primary function 
of this layer is to accelerate the network training and 
decrease the responsiveness of the network towards 
weights initialization and used between convolutional 
layer and nonlinearities such as rectified linear units 

(ReLU). The first step of this layer function is to 
normalize the activations of all the filters by subtracting 
the batch average of the inputs, followed by dividing 
batch standard deviation. This layer normalizes the 
activations and gradients passing through the network to 
engender training task straight forward and effortless. 

ReLU Layer: This layer consists of a non-linear 
activation function and generally used after the 
convolutional and batch normalization layer. The 
function of this layer is to perform the threshold 
operation for all inputs; if any input is below zero, then 
set to zero, otherwise equal to the input. Mathematically, 
the activation function is given as:    

f(x) = {x; x ≥ 0 else 0 

It does not alter the dimension of the input data 
matrix. 

Max pooling: This layer reduces the dimension of 
data output from the convolutional layer 
(downsampling), decreasing the number of links to the 
successive layer, generally fully connected layer. This 
layer reduces the number of parameters learned in 
previous layers. This layer does not also carry out any 
learning. Therefore, it shows the speedy converging by 
choosing the superior invariant features that make better 
the generalization capability of the network [5]. 

Fully connected layer: One or more fully connected 
layers are present after convolutional and pooling layers 
that connect all the neurons of it to all the previous layer 
neurons. It discovers the patterns to classify the images 
by amalgamation of the features learned in the previous 
layers. It generally learns the non-linear function in this 
feature space. Additionally, the name-value argument is 
used to select the value of regularization parameters to 
improve the learning rate and reduce overfitting. 

Global average pooling: In traditional CNNs, the 
lower layer of the network implements the convolution 
function. In the classification problem, the two-
dimensional feature maps output from the last 
convolutional layer are converted into a vector and given 
as input to the fully connected layers, followed by a 
regression layer. This structure superimposes the CNN 
architecture with the conventional neural network 
classifier. The convolutional layer works as a feature 
extractor, and the output features are categorized 
traditionally.      

In this research paper, global average pooling is 
implemented instead of the conventional fully connected 
CNN layer. In this strategy, the average is taken for every 
feature map. The final output vector is given as input to 
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the softmax layer instead of directly substituting fully 
connected layers on top of the feature map. Global 
average pooling is commonly used in CNN over fully 
connected layers by establishing correspondences 
between feature maps and classes. Hence, the feature 
maps directly give the classes, so it is interpreted as class 
confidence maps. Additionally, it has no parameter to 
optimize, so no overfitting is shown [32] and integrates 
all spatial information, so this layer is more flexible for 
translating input spatial data.  

Output layer (SoftMax and Classification layers): 
In categorization, the fully connected layer is fed by the 
output of the adjacent SoftMax and classification layer. It 
is a generalized logistic function for multiple classes and 
known as a normalized exponential function. In 
categorization, each category is represented by one 
neuron in the output layer. Each neuron uses the SoftMax 
activation function to give the posterior class probability 
as output [5]. 

Loss function: It is preferable to use cross-entropy 
over the classification and mean square error when 
performing categorization, prediction and quality 
assessment of CNN. The cross-entropy loss function 
computes the distance between the empirical data 
distribution and the model predictive distribution. The 
cross-entropy for binary classification is given as: 

C = − b ∗ ln (p) −(1 − b) ∗ ln(1 − p) 

where, p – Predicted probability for an observation O that 
it belongs to the class C. 
b – Binary indicator (0 or 1) if class label C is the true 
class of an observation. 

4. EVALUATION CRITERIA 

 The implemented DCNN model categorizes the 
constructed waste dataset into two classes, namely waste 
and non-waste. Additionally, the model localizes the 
regions into the images of the waste class, which 
comprises the waste. The model performance for 
categorization is measured through evaluation 
parameters, while a survey is conducted to assess the 
localization accuracy. The evaluation parameters and 
survey procedure are demonstrated as follows. 

A. Evaluation parameters 

All categorization prediction by the DCNN model is 
compared with ground truth which is the actual 
category label. The confusion matrix is represented in 
Table I that quantifies the correctly and incorrectly 
predicted samples.  

 
 
 
 

TABLE I.  CONFUSION MATRIX FOR BINARY CLASSIFICATION OF 
A WASTE DATA SET 

  Prediction 

  Waste No Waste 

G
ro

un
d 

T
ru

th
 Waste True Positive (TP) False Negative (FN) 

No Waste False Positive (FP) True Negative (TN) 

 

TP and TN represent the correctly classified samples, 
while FP and FP exhibit the incorrectly predicted 
samples. 

The study computes the following matrices to 
evaluate the performance of the DCNN model. The 
formulas of performance matrices are displayed in Table 
II. 

TABLE II.  CONFUSION MATRIX FOR BINARY CLASSIFICATION OF 
A WASTE DATA SET 

Evaluation parameters Formula 

Precision: It is correctly classified 
positive samples with respect to 
all positive predictions.  

Pr. =
TP

TP + FP
 

Recall: It is correctly classified 
positive samples with respect to 
the actual positive class. 

Re. =
TP

TP + FN
 

F-Score: It is the harmonic mean 
of the precision and the recall 
assessing the success of the 
model. 

F − Score =
2 ∗ Pr.∗ Re.

Pr. +Re.
 

Accuracy: It is all correctly 
classified samples with respect to 
all the samples. 

Acc. =
TP + TN

TP + FP + TN + FN
 

Matthews Correlation Coefficient (MCC): It computes the 
correlation by considering the actual class and predicted class as two 
binary variables. A high correlation between actual and predicted 
classes indicates a better prediction. The formula of MCC is given as 
below.  

MCC. =
TP ∗ TN − FP ∗ FN

ඥ(TP + FP)(TP + FN)(TN + FP)(TN + FN)
 

 

B. Survey for localization evaluation 

The individual class of waste images does not exist in 
all published benchmark image databases, including 
ImageNet, CVonline, etc.  Therefore, model training and 
testing cannot be done for the benchmark dataset. 
Consequently, results cannot be shown and compared 
quantitatively with ground truth. In this study, a practical 
procedure is followed to comprehend and demonstrate the 
results qualitatively. A survey is conducted to compare 
the masked images with corresponding original images, 
and the overlapping of masks over waste is graded on the 
Likert scale of 5. A set of random 1000 images is 
constructed from the test dataset and partitioned into 20 
groups, each of 50 images. Each group is surveyed and 
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graded by an individual for the following question. How 
correctly the mask is overlap with the waste in the original 
image? After comparison, the individual assigns one of 
the discrete scores 1, 2, 3, 4, and 5 to each image; these 
numbers represent no, poor, moderate, high, and complete 
overlapping, respectively. Finally, the average score is 
computed to depict the outcomes on a scale of 5. 
Additionally, the histogram is also constructed to show 
the scores graphically.  

5. RESULTS AND DISCUSSION 

The DCNN model training utilizes 7500 images while 
testing is performed over 2500 images. Table III displays 
the correctly and incorrectly classified samples for both 
waste and no waste categories. The classification 
performance of the model is demonstrated in Table IV 
using performance matrices. The DCNN model performs 
remarkably outstanding with a categorization accuracy of 
97.76 percent. The value of MCC indicates that the 
predicted class is highly similar to the actual class. It can 
be concluded that predictions are good. 

TABLE III.  CONFUSION MATRIX FOR BINARY CLASSIFICATION OF 
A WASTE DATA SET 

  Prediction 

  Waste No Waste 

G
ro

u
nd

 
T

ru
th

 Waste 1231 19 

No Waste 37 1213 

TABLE IV.  SCORES OF PERFORMANCE EVALUATION PARAMETERS  

Class Precision Recall F-Score Accuracy MCC 

Waste 0.9708 0.9848 0.9778 0.9776 0.9553 

The survey is conducted to assess the performance of 
the DCNN model for the localization of waste. Figure 2 
depicts the graph of obtained scores and the 
corresponding number of images. The masks generated 
by the model do not overlap with waste in 2.3 percent 
images while partially overlap in 4.3 percent. The 20.3 
percent images have moderate overlap with waste, while 
more than 72 percent have high or complete overlapping. 
The average score is computed 3.9 out of 5, which 
implies that most of the mask correctly overlap with 
waste.  

 
Figure  2. Scores of surveyed images 

Figure 3 demonstrates and compares the few sample 
images arbitrary chosen from the post-test dataset with 
corresponding actual images.  The probabilities of waste 
are illustrated through colour variation. Additionally, it is 
visible in the sample images that masks are substantially 
overlapped with the waste regions.    

Figure  3. Images with localized waste regions and corresponding 
original images 

6. PRACTICAL APPLICATIONS 

Nowadays, smart city has emerged as a modern 
concept of urban development, where recent technologies 
are exploited to design, develop and operate prominent 
services. Therefore, many countries worldwide have 
started developing smart cities or making a substantial 
effort to rebuild the existing cities. Smart cities have a 
wide range of smart services from governance to the 
environment. MSWM is one of the essential services to 
maintain the clean environment around the city. The 
implemented approach can be integrated with other 
platforms to develop practical applications. The 
suggested framework can be effectively utilized in real-
time monitoring and assessing street cleanliness. The 
study explains the two methods of integration as follows:   

A. Integration with mobile: A citizen-oriented approach 

Currently, mobile devices are one of the most 
prevailing communication and data transfer instruments 
due to exponential growth in their number and 
availability worldwide. The computing power of mobile 
devices has increased multi-folds along with significant 
additional features. Additionally, ubiquitous internet 
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connectivity with high-speed data transfer services makes 
these devices more usable to perform numerous tasks. 
Therefore, mobile phones can be effectively used for data 
collection with supplementary information, such as the 
GPS or current location of the device. Furthermore, 
mobile applications have completely transformed the 
way of interaction and make them easy to use. 
Nowadays, almost everyone has a permanent mobile 
device, so reporting of activities can be performed 
multiple times without recalling. The implemented 
DCNN can be integrated with the mobile app to make 
waste dump collection services more ubiquitous and 
accessible.  

The study introduces the citizen-oriented approach to 
develop the practical application, which involves the 
citizens reporting the waste dumps on streets. The 
approach develops a framework comprising three 
components: mobile application, waste database, and 
DCNN module. The citizens use the mobile application 
to capture the waste dump images and send them to the 
waste database with additional information such as waste 
location and address. These images are given as input to 
the DCNN module to detect and localize the waste. After 
processing from the DCNN module, location and address 
information of those images are extracted in which waste 
dump has been detected and localized. The collecting 
vehicle collects the waste from these identified locations. 
The designed framework is shown in figure 4. 

 
Figure  4. The architecture of DCNN and mobile application 

integration 

B. Integration with surveillance system: IoT oriented 
approach 

A smart city is an emerging approach to urban 
development with improved operational efficiencies. It 
combines information and communication technology 
(ICT) and the Internet of Things (IoT) to provide 
services, manage resources, and connect citizens 
efficiently and sustainable manner. Smart city has an 
extensive network of surveillance cameras and other 
sensors to provide improved and efficient transportation 
and mobility, providing citizens safety and monitoring 
the infrastructures. The output of these cameras can be 
combined with implemented DCNN to detect and 
monitor the waste dumps on streets. 

The study presents an IoT-oriented approach that 
utilizes the frame from surveillance camera videos at 
regular intervals as an input image to the DCNN module. 
The DCNN module performs processing on the input 
image and identifies the waste dumps along with their 
localization. Now, the camera address of those images is 
determined, which comprise the waste dumps. The 
collecting vehicle utilizes these addresses to pick the 
waste. The design of the whole system is depicted in 
figure 5. 

Figure  5. The architecture of DCNN and surveillance camera 
integration 

Furthermore, route optimization algorithms are also 
applied to output location data to determine the 
optimized route and schedule for collecting vehicles. 
Additionally, data mining techniques can also be utilized 
to determine the waste dumping patterns in different 
regions of the city. After analyzing these patterns, 
municipal authorities can launch the awareness program 
in more frequent waste dumping regions. This location-
enabled framework will contribute to sustainable 
development, especially in developing countries, and it 
will also help to maintain the clean environment and 
streets of the city.  

7. CONCLUSION 

The study implements the weakly supervised learning 
approach using DCNN to detect and localize the waste 
dumps on the city streets. The first contribution, a 
dataset, is manually constructed, which comprises 10,000 
images for two categories collected from different 
internet sources and captured through a camera. 
Secondly, a DCNN architecture is designed and 
implemented to exhibit the model success. The results 
analysis demonstrates that the DCNN model has 
outstanding performance for waste dump detection and is 
remarkably good for waste localization. The model 
achieves an accuracy of 97.76 percent for waste detection 
and attains a score of 3.9 in the survey for localization. 
Finally, practical applications demonstrate that the 
DCNN model has significant importance to create a 
working real-time waste monitoring system, which is 
essential for smart city development.    
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