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Abstract: In multidisciplinary agricultural technology domain, deep learning opens up new possibilities for information research. 

This review paper presents 72 article and projects that use deep learning techniques to solve agricultural problems. We look at the 

agricultural problems being studied, the frameworks and models used, source of data, pre-processed data, and overall output based on 

the measurement that is used at the development process. We also compare deep learning to other common techniques to see if there 

are any variations in classification or regression results. In contrast to certain other widely used image processing methods, our 

results show that high accuracy are achieved by using deep learning. 
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1. INTRODUCTION 

Agriculture is important for the economic 
development. As human population continued to be 
increases, the pressure on agricultural system will 
increase. Agri-technology including predictive 
agriculture, commonly referred to as digital agriculture, 
are emerging as new field of scientific that employ 
immersive data methods to increase productivity of 
agriculture while reducing effect on environment. Digital 
Agriculture [1] is essential for tackling challenges in the 
production of the agricultural sector. By tracking, 
measuring, and evaluating different physical phenomena, 
the threats, complexities, univariate, and volatile 
agricultural environments can be better understood. Most 
of this considers the enormous amount of agricultural data 
and the use of computer technology, both for small-scale 
agricultural production and big farm observation[2], 
improving existing management and decision-making 
tasks through context, circumstance, and environment 
knowledge[3]. Spatial data, which uses images from 
satellites, helicopters, and unmanned aerial vehicles 
including drones, enables for relatively large surveillance. 
When it is used in cultivation, it has many benefits, 
including being an excellently, non-destructive method of 
obtaining data about soil features whereas data can be 
collected consistently. 

In the agricultural domain, image processing is an 
important field of research, with intelligent data analysis, 
for classification or image recognition are methods to be 
used [5]. In Appendix A, a list of common techniques and 
applications, as well as the sensing methods used to 
acquire photographs. Machine learning (ML), Support 
Vector Machines (SVM), and other approaches are among 
the most common techniques for image analysis [6]. 

Deep learning (DL)[7] is another methodology that 
has recently gained popularity. DL is an area of machine 
learning algorithm which is equivalent to ANN. DL, on 
the other hand, is about "deeper" neural networks which 
use multiple convolutions to provide a hierarchical 
representation of data. This enables greater learning 
capacities and, as a result, improved efficiency and 
precision. 

The key motivation for conducting this survey is that 

agriculture that uses DL is new, futuristic, and reassuring. 

DL's development and implementations in other domains, 

on the other hand, prove that it has a lot of promise. 

2. METHODOLOGY 

     In the domain under investigation, the scholarly 

review consisted of few steps: (a) a compilation of 

similar work and (b) a thorough examination and 
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investigation. The very first phase included performing a 

key phrase search of conference or journal papers in 

research articles such as ScienceDirect and IEEE 

XPLORE, 1as 1well 1as Google Scholar. As the keyword 

that we used are : 

 

["deep learning"] and ["agriculture"] 

 

By doing so, we were able to exclude articles that listed 

DL but did not relate to the agriculture domain. The 

papers were then reviewed in the second phase, 

considering all of the research questions: 

 

1. Which problem did agriculture and food-related are 

addressed? 

2. Which method of DL models are applied and what are 

the approach? 

3. What were the datasets and forms were used? 

4. What were the researchers' frameworks for classes and 

labels? And are there any differences between them that 

the authors noticed? 

5. Is there any data pre-processing or data augmentation 

methods are used? 

6. Based on the metric used, what was the actual 

performance? 

7. Does the authors measure their models' output on a 

variety of sets of data? 

8. Does the writers equate the method used with other 

methods, if it is, was there any different? 

 

Our key results are reported in Section (4), and Appendix 

B includes comprehensive information for each report. 

3. DEEP LEARNING 

Deep learning (DL) is becoming more and more 

relevant in our daily lives. Cancer detection, 1self-driving 

vehicles, precision 11medicine, speech recognition, 1and 

predictive forecasting are only a few of the fields where it 

has already made an impact. Feature learning, or the 

automated extraction of features from raw data, is a 

strong benefit of DL, with stronger features created by 

the features from lower-level composition [7]. Because of 

the more complex models, DL can handle more 

complicated situations especially well and quickly, 

allowing significant parallel processing[8]. If sufficiently 

large datasets representing the problem are available, 

these complicated models used in Deep Learning could 

improve the accuracy of classification or minimize the 

problem of regression. Based on the architecture used, 

Deep Learning contain vary component (e.g., 

convolution, layers of pooling, activation function, etc.). 

 

Highly network model of DL models, as well as their 

strong learning power, enabled them to perform a wide 

range of complex problems using predictions and 

classifications[8]. Although DL is most commonly 

associated with image data, it could be extended many 

kinds of details, including natural language, voice, 1and 

audio, points data such as data forecast[9], soil 

chemistry[10], and others. Figure 1 shows the DL 

architecture, which depicts TensorFlow, a CNN that 

combines completely connected layers and 

convolutional.

 
Figure 1 TensorFlow, illustrations of Framework of CNN 

Origin : Google Image 

 

As shown in the diagram, different convolutions are 

applied to different network with different layer, resulting 

in different input of the learning dataset, beginning with 

common ones at the first bigger layers and progressing to 

higher detailed ones at the deeper layers. Before the 

dimensionality reduced by the pooling layer, removal of 

features is done by convolution layers from the input 

images. Multiple features at a lower level are encoded 

into further distinguishing characteristics in a spatially 

context-aware way by the convolutional layers. They can 

be thought of as a set of filters that turn an input data into 

a different one while highlighting particular patterns. The 

completely linked layers serve as classifiers in many 

situations near the model's output, using the to 

distinguish input images, greater features were taught 

into predetermined groups or predict numbering. It uses a 

variable as input and output it as another variable. Figure 

2 shows presentation example of CaffeNet CNN 

processed cycle of leaf images, applied to a problem of 

recognizing plant diseases. We can see that because each 

processing stage progresses, the image elements that 

show the disease indication visibly known, specifically 

the last step. 



 

 

 Int. J. Com. Dig. Sys. #, No.#, ..-.. (Mon-20..)                        3 

 

 
http://journals.uob.edu.bh 

 

 
Figure 2 Visually explained of CNN output layer after 

processing images. 

 

The reduced need for feature engineering is the most 

crucial benefits of using Deep Learning in processing of 

image (FE). Previously, hand-engineered features were 

used in image classification tasks, and their performance 

had an effect on the overall results. Time-consuming 

method is FE, dynamic procedure that must be adjusted if 

the dataset or problem evolves. However, DL does not 

need FE because it learns to find the essential features on 

its own. 

The advantage of training DL, it is typically easier to 

evaluate than other ML-based approaches, but it is time-

consuming. Other pitfalls including problems that may 

emerge using models that are pre-trained may encounter 

issues with optimization related to models’ 

sophistication, and hardware limitations due to datasets 

that are minorly or substantially differ. 
 

4. DEEP LEANRING IN AGRICULTURE 

The 72 specified relevant studies are described in 
Appendix A, with details about the problem they solve, 
the agricultural-related field of research, the data sources 
used, the DL architectures and model used, the class and 
label of the data, preprocessed of data and/or augmented 
method used, and whole results achieved using the 
metrics. 

4.1 Usage of Areas 

There is area that turn out to be classify which are 

identification of plant disease(32 articles), plant and crop 

detection and classification(33 articles), and other article 

regarding deep learning in agriculture (7 articles). It is 

worth noting that all of the papers were written after2015, 

demonstrating how new and cutting-edge this 

methodology is in agriculture. Most of the research done 

uses with image recognition and area of interest 

identification, as well as obstacle detection. In a different 

light, the majority of articles focus on disease, with just a 

handful focusing on harvesting identification and seed 

detection. 

 

 

4.2 Data Sources 

When looking at the data sources DL model used to 

train in each post, images from big datasets are frequently 

used, with some cases uses thousands of images , some 

are real[11] or synthetically created by the authors [1]. A 

few datasets come from famous and publicly accessible 

datasets including PlantVillage, RiceLeafs, and Flavia, 

while others are a collection of actual photos gathered by 

the authors for their research purposes[12]. A significant 

number of photos are used in papers about land cover, 

crop type classification, and some disease detection 

articles. The far more complex the problem, hence more 

data is needed in particular. For instance, problems 

requiring a big number of images that are input for the 

model to train required a big amount of number for input 

images to identify a large number of classes or small 

variation among classes. 

4.3 Pre-Processing of Data 

Most of the research uses  few pre-processing of 

image steps prior to images, or specific image 

characteristics/features/statistics were set to input of 

model of deep learning. To conform to the deep learning 

model's specifications, the famous pre-processing 

technique was resizing image, in famous problem to few 

scales. Image with sizes and pixels of 256 x 256, 128 x 

128, 60 x 60 and 96 x 96 were standard. Segmentation of 

Image was famous to be used to increase size of datasets 

or by highlighting the region of interest to facilitate the 

learning process or by data annotating to make it easy for 

experts and volunteers. Foreground pixel extraction, 

background removal or removal non-green pixels using 

NDVI were used to removing the noise of datasets. 

Certain tasks included the construction of bounding lines 

to aid in the identification of weeds and the counting of 

fruits. Converting to grayscale of HSV color were also 

done by other datasets. Orthorectification calibration and 

terrain correction are one of the steps used for data pre-

processing for satellite or aerial images. 

 

4.4 Augmentation of Data 

It is notable that augmentation of data method was 

applied in some of related work under study to add the 

total of images for training. By presenting the model with 

a variety of data, the overall learning procedure and 

results, as well as generalisation, are improved. This 

augmentation method is critical for articles with limited 

datasets to train their deep learning models, such as [13]. 

This step was critical in papers where the researchers 

used simulated images to train their models and then 



 

 

4       Muhammad Zaim:  A Survey on Deep Learning in Agriculture   
 

 
http://journals.uob.edu.bh 

 

evaluated them on real data. Augmentation of data helped 

their models generalize and respond to actual problems 

more effectively in this case. Rotations, dataset 

partitioning/cropping, scaling, transposing, mirroring, 

translations and perspective transforms, adaptations of 

object strength in an object detection problem, and a PCA 

augmentation technique are all label-preserving 

transformations. Additional augmentation techniques 

were used in articles involving simulated data, for 

example by differing channels of HSV and inserting 

shadows that are random, or by using soil image to add 

simulated roots. 

4.5 Metrics of Performance 

In terms of performance evaluation techniques, the 

authors have used a variety of metrics, each of which is 

unique to the used model in every analysis. The list of 

metrics and the description of metrics including use of 

symbols in Table 1 as shown. From now on, we will refer 

to "DL results" as its point in one of the performance 

metrics mentioned in Table 1. The famously used 

performance metrics were CA followed by F1 Score. 

Few articles use CA, F1, P, or R for prediction of a 

model.  

 

Table 1 Performance measurements that have been used 

in similar research are being investigated 
Number

R-IoU

12
CA-IoU, F1-IoU, P-IoU or 

R-IoU

CA-I oU

F1-IoU

P-IoU

These are common R, P, F1 and CA metrics as before, but with the addition of IoU to account for 

true/false positives and negatives. When dealing with problems involving bounding boxes, this 

function is used. These accomplished by setting a threshold that are minimum for IoU, so that 

above any value it is considered by the metric as positive

Calculated by multiplying precision and sensitivity. QM= ((FP + TP)(FN + TP))/((TP + FP)(TP + FN))/((FP 

+ TP)(FN + TP))

The ove+A10:O43rlap area between the ground truth boxes and expected is divided by the union of 

their area to test predicted bounding boxes.

MRE

RFC

L2

IoU

The square root errors between expected and value observed is the average.

The discrepancy between expected and observed values' standard deviation

 The percentage of mean error between observed value and predicted

The ratio of the model's estimated fruit count to the real number. The real number was calculated 

by averaging the number of people (experts or volunteers) who independently observed the 

photographs.

The root of the squares of the totals of the discrepancies between the model's expected and real 

fruit counts

Intersection over Union

P

R

F1

LC

QM

MSE

RMSE

Quality Measure

Mean Square Error

Root Mean Square Error

Mean Relative Error

Ratio of total fruits 

counted

L2 Error

13

1

2

3

4

5

6

8

7

9

11

10

The predictions percentage in which the top category (the one with the probability that are highest) 

is same as goal label as author annotated before using the DL model. CA is averaged across all 

classes of multi-class classification problems.

Definition

Recall

F1 Score

LifeCLEF metric

Performances Metric Unit

 CAClassification Accuracy

Precision

True positives (TP, accurate predictions) as a percentage of total applicable data, e.g the number of 

false positive(FP) and true positive. P is averaged over all classes of multi-class classification 

problems. P = (FP + TP)/(FP + TP)

 The TP fraction from the summation of false negative(FN) and true positive. For classification that 

are multi-class, among all the classes that get averaged are R. TP/(FN + TP) = R

Precision and recall are combined into a harmonic mean. F1 is summed over all classes in multi-

class classification problems.

A rating based on the right species' position in a data of collected specimen.

 
 

5. DISCUSSIONS 

Our research show that DL outperforms the 

competition in most of relevant tasks. It is important to 

use the same experimental conditions when contrasting 

the efficiency of other technique compared with DL-

based in each research. The majority of the articles used 

the related work under review to make direct, accurate, 

and price comparison between the method that use Deep 

Learning and other modern techniques for problem 

solving addressed in each paper. It is difficult to 

generalize and make comparisons between papers 

because each one used different datasets, pre-processing 

methods, measurements, models, and parameters. As a 

result, we restricted our comparisons to the techniques 

used in each post. As a result of these constraints, Deep 

Learning has surpassed the standard method such as 

Artificial Neural Network, Support Vector Machine and 

others. 

While Deep Learning typically linked with computer 

vision and analyzing of images, we have seen several 

articles in which trained using Deep Learning based 

using field sensory data[14][15]. These articles show that 

DL can be used to solve a large range of problems in 

agriculture, not just those including images. 

When it comes to agricultural applications of DL 

techniques, classification of leaf, disease identification of 

plant, recognition of plant, and counting of fruit are just a 

few of the papers that stand out. This is most likely due 

to the abundance sets of data in fields, most likely the 

difference in attribute of leaves that are sick or plant and 

picture of fruits[16].  

We highlight a few that claim high performance when 

taking into account the problem's complexity in vast 

number of classes involved or terms of definition, 

without diminishing the journals or surveyed paper 

quality. These works are significant contributions to the 

Deep Learning community because they seek to address 

the issue of incomplete or non-existent datasets in a 

number of situations. 

 

5.1 Deep Learning Advantages 

Except for differences in the results of identification 

problem in the assessed articles, several of the papers 

demonstrated the value of Deep Learning in terms of 

reduced feature engineering effort. Hand-engineered 

components take a long time to create, but in DL, this is 

done automatically. Furthermore, finding good feature 

extractors by hand is not always a simple or obvious job.  

DL models also appear to generalize well. In fruit 

counts, for example, the model learned to count 

directly[15][18]. The challenging condition made the 

model robust in the problem of banana leaf 

classification[19], such as different resolution, scale, and 

illumination, and complex context. Peaches, oranges, 

mangoes, and other circular fruits may all benefit from 

the same detection frameworks. For example, the 

DeepAnomaly model used the homogeneous features 

field of agriculture to recognize unknown objects, 

obstruct heavily, and distant, rather than just a merely a 

collection of predefined elements [20]. 

Peaches, oranges, mangoes, and other circular fruits 

may all benefit from the same detection frameworks. The 
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DeepAnomaly have a key aspect rather than just a 

predefined object which are able to recognize 

unexplained objects/ anomalies are the ability, which an 

agricultural field could detect unknown object, heavy 

occluded, and distant used the homogeneous features. 

[21]. 

While other approaches require less time compared 

with DL (e.g., RF, SVM), DL has a very quick testing 

time quality. In instance, obstacles and anomalies could 

be detected by the model that train longer[21], but it 

tested faster than SVM and KNN. Another benefit of 

deep learning is the ability to create virtual datasets to 

train the algorithm, so then be used on real-problem to be 

solved. 

5.2 Deep Learning Disadvantages and Limitations 

The significant downside during training process is 

the need of large dataset as input and obstacle to using 

DL. Lots of images are needed regardless of 

augmentation of data techniques, according to the 

problem (e.g., the precision required, number of classes, 

etc.). Some tasks are more difficult because data 

annotation is a mandatory process in most cases. Experts 

are required to label input images. Banana pathology has 

limited resources and expertise worldwide, as stated in 

[18]. 

Another drawback is that while Deep Learning 

models can be train exceptionally well, and even 

generalize in some ways, they could not identify further 

the "boundaries of the dataset's expressiveness”. In [22] 

performs, in instance, classification on a homogenous 

background with single leaves facing up. Disease images 

that occur on plant are able to distinguish by a real-world 

framework. Lots of top side of the leaves are not affected 

with diseases. Although the training collection have 

bigger picture size and the testing picture was 

substantially smaller, the model still failed to detect 

object. Time consuming procedure but required not just 

in DL but include computer vision are the pre-processing 

of data. This is particularly true when the involvement of 

aerial and satellite images. 

Finally, in the field of agriculture, researchers must 

use their own collections of datasets although there is 

freely available database for researchers. If not several 

days, it would take several hours to complete this task. 

 

6. DISCUSSIONS 

The aim of this article is to provide a research effort on 

survey of deep learning-based agricultural. We found 72 

important articles by looking at the topic and issue they 

address, as well as model’s technical details, pre-

processing tasks, data sources use, and overall 

performance as measured by each article's performance 

metrics. Our findings show that deep learning 

outperforms other common image processing techniques 

in terms of efficiency. In the future, we hope to extend 

the best practices and general concepts of deep learning, 

to other areas of agriculture where this new technology 

has yet to be utilized as outline in this survey. The 

discussion section has listed some of these fields.  

Our goal is for the researchers to experiment with deep 

learning and encourage them to use it to solve variety of 

prediction or classification agricultural problem, 

including data analysis, computer vision, and image 

processing. Deep learning's overall benefits are 

promoting its use in more intelligent, more safe food 

production and sustainable farming. 
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Appendix A. Agriculture Applications on Deep Learning 
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