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Abstract: Nowadays, data security is a significant challenge for computer networks, especially on internet-based systems and the
internet of things (IoT). Many possible network attacks and intrusions need to stop and treat, but the first step is to stop the attack to
discover it and understand its type. More specifically, active ones such as Denial of Service (DOS), Masquerade, Replays, Penetration,
Placement, and unauthorized access. An attractive and practical field to satisfy attack detection and prediction is Machine Learning
(ML), which has techniques such as Artificial Neural Networks (ANNs) that take the data transmission request vectors and rely on
them to classify the attacks. ANNs have many structure options so selected the most appropriate structure for the article context:
the Feed-Forward Back-Propagation structure. Hence, introducing the ANN technique and applying it to an international dataset will
discover how the experimental results would prove a significant acceptable accuracy of attack detection. Moreover, the article margin
discussed two of the standard techniques for fighting the attacks to give recommendations for best practices, which are the Digital
Signature and the Cryptography functions, these methods that can decrease and harden the attacks, then the role of the ML techniques

would be more specific and determined..
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1. INTRODUCTION AND OQVERVIEW

The increasing expansion in the computer network sys-
tems and, on the top, the internet has grown the risk of
information security for the transmitted and requested data
over the networks, which led to a massive number of
network attacks and intrusions in different ways and for
many reasons [l]. Educational environments are facing
many challenges [2] on Internet protection, and there’s
an increase in cyber-attacks, it is a need to focus on the
protection of educational environments and ensure that they
have a good security infrastructure. Some time for the
entertainment of the hackers, other times for financial wise,
and more could be security, curiosity, or lousy competition.
Those attacks will lead to breaking the security of the data
and this means loss or forgery that could affect human
lives or losing tons of dollars, which may spoil even a
country or corporation or on the small level business.
Many types of attacks over the network and the internet
could be from outside or inside the targeted system, such
as DoS [3], phishing attacks, malware attacks, password
attacks, spy attacks, spacious attacks, and many other web
attacks to mention [3]. ML techniques helped the machine
have learning, prediction, and classification skill, there are
many ML algorithms that can be used for classification
identified in [4]. It could apply to the network data to
train the algorithms and let them detect and classify in
case any data vectors have an attack pattern. Moreover,

many types and techniques for ML can be classified as
shown in Figure 1. Mainly supervised learning [4], semi-
supervised learning, unsupervised learning, reinforcement
learning, and finally, Deep Learning (DL) [1] [3] [5]
[4]. The research is interested in the supervised learning
track, where input and goal mapping are available in the
international dataset, combining the considered attribute of
the network attack with the request status, to decide if
there is normal use or a real attack. The most common
and effective techniques in the ML for the prediction are
ANNs [5] [6] [4], and though will use the network data to
train, test, and evaluate the different structures for the ANNs
until reaching the most accurate output for detecting and
classifying the malicious records in the network transmitted
data. Moreover, below introduces some of the related works
that utilize the ML techniques to detect and classify network
attacks and intrusions.

A. Artificial Neural Networks ANNs

It is ML technique that mimics the human brain’s
works, so it is represented per the illustrated structure in
Figure 2. As inputs vectors are summated and processed
at transformation function in the artificial neuron, then its
output moves to the next level of neurons, which is very
similar to the last concept of trying to understand the
brain’s actual neural network work [1]. So below will
brief some of the ANNs applications for detecting and
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predicting the different network-based and internet security
attack. For example, Output = Sigmoid ( (Input X Weight).
It represents the summation of the multiplication of each
input value Ii with its corresponding weight Wj. A. Bivens
et al. [1] introduced a ML method for intrusion detection
based on network traffic data, for the classification used
the self-organizing map (SOM) and the ANNs Multi-Layer
Perceptron MLP for the detection because the attacks have
different labels (ways) for the detection. Also, M. Moradi et
al. [3] utilized the ANNs Multi-Layer Perceptron MLP in
offline analysis for multiclass network data records. After
trying various structures, it reached an accuracy of around
90% of detection.

A feed-forward ANNs Multi-Layer Perceptron MLP
with a back propagation-training algorithm applied to com-
puter network traffic for internet-based intrusion detection.
This Multi-Layer was exercised by J. Shum et al. [5],
with around 80% correct classification in the experimental
results. Moreover, O. Al-Jarrah et al. [6] used the Time
Delay Neural Network (TDNN) version of the ANNs to
increase the rate of recognition in the network attacks from
the host sweep or port scan shows the requested services
to analyze the unauthorized and unwanted access. More
options for utilizing ML and more exactly in the ANNs
done in [7], where they utilized the recurrent version of the
ANNSs in the network intrusions and attack detection. They
have introduced another version of the commonly known
Intrusion Detection Systems (IDS), especially the ones built
for the networks for the increasingly high connectivity ser-
vices over the internet and the intranets. J. Skaruz et al. [8]
worked on the specific version of the attack detection, which
is the SQL attacks, by using Jordan and Elman networks
in the recurrent ANNs that is RNN. They divided the SQL
requests into tokens and let the model predict the next token
to differentiate between the normal and attacker queries. It
proved acceptable performance where Elam outperformed
Jordan network. In research conducted by Maleh et al.
[9], researchers focused on the Wireless Sensor Networks
WSNs, such as the attack on the air transmission level.
They composed a lightweight Intrusion Detection System
IDS from the Support Vector Machine (SVM) algorithm
with additional support from signature rules set to predict
the attack behavior. The model simulation results showed
a successful detection rate for malicious events. DL is
practiced in [10] by using the Deep neural network (DNN)
as a comparison with the SVM in intrusion detection, that
is, for identifying and preventing the attacks for securing the
data in the network systems. The detection in their study
supported by the level of classification of either the attack
from inside or outside the network system, and categorized
attacks into mainly four types which are DOS, Probing,
Unauthorized access to the root user privileges (U2R), and
Unauthorized access from a remote machine (R2L). In
addition, the outputs proved 99% as the expected results.
Moreover, F. Jiang et al. [11] introduced a novel method in
information security and, more specifically, attack detection;
they utilized the ML techniques using the ANNs. It used
the hydride of multichannel and RNNs of long short-term
memory. The model Fig2. Artificial Neural s applied on
a collected dataset simulating the behavior of the system
user as data vectors, so both training, testing, and evaluation
phases run on the vectors to assure the quality and accuracy,
which reached 98.9% accurate outputs. Additionally, Smys
[12] research worked on a specific common network attack:
the Distributed Denial of Service (DDOS), especially in
telecommunication networks. Therefore, the authors used
a combination of the ANNs and the SVM to accurately
and efficiently identify and classify the DDOS attacks.
The DDOS could have several volumes-based, protocol-
based, and application-based classes. However, their works
proved acceptable results similar to the previous ones
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because the ML methods are adaptive to the changeable
attack format, proving promising results for automating
the detection and treatment. More combined techniques are
done in [13], where they integrated the Correlation-based
Feature Selection CFS and ANNSs for detecting the attacks
specifically. Since they targeted the detailed classification
for the types though that led to an accuracy of 96.44%.
They used the same dataset applied in this article. Their
targeted attack types were probe, DoS, U2R, and R2L. The
efforts done in [14] even used the convolutional neural
networks CNNs, where it applied to the networks traffic as
if it were a two-dimensional image to detect any attack. It’s
a novel idea but still didn’t outperform the other reviewed
techniques and our proposed method, as the CNNs achieved
95.90% of detection accuracy. Table 1 briefly summarizes
the introduced related works in section 1 where they are
explained well, here it gives a quick review to have a
clear idea about each used technique and with the highest
accuracy it reached, those ten articles used the major ML
methods for the same goal of this paper. The primary goal
of all these efforts is to utilize the best technique that fits
the attack’s detection case with minimal error.

B. Security Techniques

As introduced, researchers will briefly describe two
recommended techniques that harden and reduce security
attacks. Then, the Digital Signature [15] and Cryptography
Functions [16] were selected to be introduced in the
following sections for their effective results in fighting
the attacks. Finally, researchers will compare the different
techniques of the mentioned two concepts and recommend
the best per the general reviews. Most of the cyber-crimes
are attacks using malicious URLs [2] designed by attackers
to fool the users and steal their sensitive information or
effect resources, result [2] shows how digital signature can
be used to detect the malicious URLSs as the first level, for
advance users they can use ML ANNS to detect maliciously
URLs effectively.

C. Digital Signature to Reduce Intrusions

The ML would help detect the network intrusion and
treat it in the right way regardless of the source or the class,
while the best if it can prevent the intrusion from occurring
in the system. Digital signatures [15] [2] is another form of
the cryptography system that could help at least to decrease
the attacks by increasing the security using the verification
of the correctness and originality of the transmitted data
over the network system. The digital signature will use
the sender’s private key to sign the message and then send
both. The receiver side will use the sender’s public key to
verify the signature and the message to assure the safety
and security of the message [16]. This concept, the digital
signature, could have multiple techniques and schemes for
implementing it. This research mentioned a few of the forms
in Table 2, with a few suggestions for improvements.

TABLE II. Selected Digital Signature Schemes Review

Scheme Algorithm Weaknesses
ElGamal | x: user private key To keep changing r if m
[15] y: user public key is already similar sent mes-
m: message
p: large prime number sage, and to change m with
k: 0 i= k i= p-1, ged(k,p-1)=1 additional digits if same al-
lrI:: ?dn;l;\(/jepelement ready sent with notifying
o™= o™ o mod p the addition size in the
message
Elliptic Q=2"m The used equation for the
[17] Fq: finite fields seed curve better to be more
E: <= 160 bit string complex than
a and b: define Elliptic equ. y=x3+ax+b
(xG,yG): finite point
P: point of prime order
d (private key): Oj=dj=n-1
Q(Public key)=dP
Signature generation
Signature Verification
Schnorr p. q: prime numbers It uses the exponentiation

[18] GCD(q, p-1) =/ 1 a9 mod p =1
s(private): <q

v(public) = a* mod p
Signature generation

and Euclidean as mathemat-
ical signing and verification
which requires long com-
Signature Verification puting time and that need to
optimize by changing to bet-

ter performance wise such

as modulo
DSA y: public key One of the weaknesses is
[19] x: secret key using the same private key

all the time as the algo-
rithm is not changing or re-
calculating them, that makes
it possible to predict them,
thought better to add

r(public)= (¢ mod p) mod q
k: secret value
s=k’! (H(m)+xr) mod q

signature (r, s . L
& 9 a recalculation criteria by

depending on random gen-

erated numbers

D. Cryptography Hashing For Securing the Messaging

In order to guarantee the availability and security of the
transmitted data over the computer networks and internet,
there is a need for cryptography and encrypting data to
protect it while transmitting and storage. In addition, the
hashing helps in reducing the transmitted data, which en-
hances the performance of message delivery between the
different endpoints across the communicators [16]. Using
ML techniques can help detect the attacks, but avoiding
the attack is more efficient than detecting it; therefore, the
hashing is a phase to protect the data by minimizing and
hardening the attacks. This technique makes it harder to
analyze the data and injects the poison [20]. ], a set of
algorithms [21] that are considered suitable for work in the
IOT environment called lightweight algorithms, the simula-
tion results showed that the algorithms provide significant
security over several rounds of cryptography. Data integrity
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TABLE I. The Attacks Detection Accuracy Resulted in the Summarized Efforts

Methodology Accuracy
Self-Organizing Map SOM and the Artificial Neural Networks ANNs [1] 91%
Artificial Neural Networks ANNs Multi-Layer Perception MLP [3] 90%
Feed-Forward Artificial Neural Networks ANNs Multi Layer Perception MLP [5] 80%
Recurrent Neural Networks RNNs [7] 98%
Support Vector Machine SVM  [9] 97%
Deep Neural Networks DNN [10] 99%
Recurrent Neural Networks RNN Long Short-Term Memory LSTM [11] 98.9%
Artificial Neural Networks ANNs and Support Vector Machine SVM  [12] 90%
Correlation-based Feature Selection CFS and ANNs [13] 96.44%
Convolutional Neural Networks CNN [14] 95.90%

is a critical point in data communication that can be fulfilled
in the hash functions, which apply cryptography algorithms
and criteria [22]. This study will traverse three of the
most common crypto hash functions, such as Tiger hash
function [23], SHA [24], and MDS5 [25]. In addition
to the recommendation for the most practical and efficient
choice among the three, the Tiger [23].

1) Tiger

Hashing function digests 512-bit data message to pro-
duce a 192-bit hashed value, which will keep and assure
the data security in a ciphered way. Support both 32-bit
and 64-bit machines which makes it three times faster than
SHA. It consists of two phases Key Schedule and State
Transformation, where it goes through three rounds each
use eight lookups to create a strong nonlinear avalanche,
in addition to register operation for hardening the diffusion
and attacks [18] [26]. The rounds block is calculated per
the following [27]:

1) A, B, and C are words of the block. X is the message
2) C=CeoX

3) A=A -even(C)

4) B =B + odd(C)

5) B = B x* (constant), constant € {5, 7, 9}

6) Round again

And though the values of A, B, and C shifted as cycle each
round to be at first round moved to B, C, and A [27].

2) SHA [24]

A crypto hash function adopted mostly by the govern-
ment after the industries especially in the digital signatures,
also use in security protocols such as pseudorandom num-
ber generation, key agreement, and user authentication. It
generate 160-bit hash for message of length less than 2764,
the input message digested into blocks of size 512-bit, and
the following cycle goes for each block:

Initial Value IV = (Ay, Bo, Co, Do, Ep) = (0x67452301,
Oxefcdab89, 0x98badcfe, 0x10325476, 0xc3d2elf0)

TABLE III. NSL-KDD dataset records

Attack
29,378

Normal
47,911

Total Records
77,289

Divided into 16 words (Mg, M;... M;s), each of size
32-bit

1) Each mi = Mj_3 ® Mj_g ® Mj_14 & Mj_15) > 1.
2) Ai = (Ai-1 ;;5) + fi (Bi—1, Ci—1, Di-1) + Ei—1 +

Mi-1 + Ki
3) Bi= Ai-1
4) Ci =Bi.1 > 30
5) Di = Ci-1
6) Ei = Di-1

Then re-round again, but each round uses a different func-
tion and constant so it makes the attack and analysis harder
[24]. The above-summarized SHA version SHA1, where
there are many optimizations on this crypto function that
leads to harder crack and collisions.

2. METHODOLOGY
A. NLS-KDD Dataset

For simulating the security attack classification and
prediction using the ANNs, one of the common datasets
called NSL-KDD for security attacks research purposes was
divided into three parts: training 80%, validation 10%, and
testing 10%. The NSL-KDD is a dataset created to study
internet problems [28], including security intrusions and
attacks. The original dataset size is explained below.

Moreover, the classification process for predicting an
attack from normal ones covered three types of attacks:

e Denial of service
e Probing
e Unauthorized access

The dataset has 41 column inputs, all of them included
in ANNs training and testing because the more increased
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TABLE V. The selected ANNSs structure layers and functions
Mean Square Error MSE
0.0850 ANN Property Value
0.0300 Type Feed-Forward backpropagation
0025 Training Function Levenberg-Marquardt LM
’ Learning Function Gradient Descent GD
w 0:0200 Performance Function Mean Square Error MSE
= o050 Transfer Function Hyperbolic tangent sigmoid
Number of Layers 2
0.0100
0.0050
0.0000 and selection. So this average view will give more accu-

5 10 15 20 25 30 35 40 45 50
Neurons #

Figure 3. The MSE results behavior for trying a cumulative incre-
ment of five neurons until reach 50 neurons

the columns, the better the results since found all of them
related to the attacks contexts, some of them are mentioned
in the below list:

e Protocol type

e Service

e Source bytes

e Destination bytes

e Number of failed logins

B. Proposed Method

The ANNSs selected structure is Tow-Layered Feed-
Forward back-propagation with Levenberg-Marquardt train-
ing algorithm, Gradient Descent learning function, and the
Hyperbolic Tangent Sigmoid as a transfer function, all the
structure details are illustrated in Table 5. The experiment
started with five neurons for the hidden layer and continued
increasing five neurons every try until they reached 50
neurons. The Mean Square Error (MSE) is used as the
performance evaluation function.

C. Results

As listed in Table 4 and illustrated in Figure Figure 3
the scenario with 30 neurons proved to have the least MSE
”0.001, which shows the accuracy is almost 100% (99.9%)
for detecting an attack from a normal user request.

In addition, the 45 neurons try has low MSE close to
the 30 neurons case, but for sure, even if both are equal
in performance, have to choose the one with the minimal
computation and complexity for reducing resources, time,
and cost consumption, which is the 30 neurons scenario.
Table 4 explains how the probing among the MSE values,
that’s by trying increasingly neuron numbers and every
three runs to have actual average MSE because there is a
randomization possibility in the ANNs weights initialization

rate and fair comparisons. These results were reached by
applying the proposed technique to the NSL-KDD dataset
mentioned in 2.A section.

TABLE IV. The experiment MSE results as tabular values per the
increment in the neurons

Try MSE1 MSE2 MSE3 MSE Av- | Neurons#
# erage

1 0.0344 0.0311 0.0297 0.0317 5
2 0.00387 | 0.000555 0.00325 | 0.0026 10
3 0.00294 | 0.000915 0.00015 | 0.0013 15
4 0.00115 | 0.00404 | 0.00315 | 0.0028 20
5 0.0118 0.000173 0.00157 | 0.0045 25
6 0.000129 0.000785 0.00075 | 0.0006 30
7 0.00452 | 0.00143 | 0.00251 | 0.0028 35
8 0.00522 | 0.00371 | 0.00583 | 0.0049 40
9 0.000597] 0.000004 0.00199 | 0.0009 45
10 0.00299 | 0.0073 0.00545 | 0.0052 50

There are many options for the ANNs, which can be
used in this experiment or other experiments. Still, the
utilized one in the article Tow-Layered Feed-Forward back-
propagation proved the best results in the initial research
and running of the experiment. Through continued to collect
the results as the research’s goal is to find a methodology
for detecting the attack from the normal use network and
internet requests with minimal close to zero errors, which is
the optimal goal to have almost 100% accuracy of detection.
So, our work achieves better results than the other reviewed
works. The highest reviewed efforts are per done in [10]
that achieved 99%, and also [11] that achieved 98.9%,
where both used the ANNs. This article effort detects the
attack regardless of the type, which makes it easier to cover
and utilize more data, also needs less training because only
high-level classification helps to stop the attack at first. Then
the other studies can be applied to the result of this research,
that’s when it goes to the detailed detection of the attack

type.

3. CoNcLusION

The network-based and internet-based systems are ex-
ponentially increasing, especially in cloud computing, 10T,
and 5G. This certainly increases the network attacks and
intrusions, as they become an attractive goal for the huge
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amount of valuable data that is communicated over the
networks. On the other side, the research and potential for
defeating these attacks would require more effort and evo-
lution to protect communication confidentiality, integrity,
and availability. The ML is a promising field for fighting
the network-based attack as it has the power to predict the
attack from the normal use attack. This is shown in the
introduced experiment that reached an accuracy of almost
100%, but the researchers believe that this result accuracy
comes from utilizing only a specific dataset, NSL-KDD.
Though for future works, it is recommended to utilize more
datasets and try different structures of the ANNSs to prove
and evaluate the prediction abilities in varied possibilities,
as the attacks methods also evolve, so the detection and
defense methods must not stop evolving.
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