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Abstract: Machine learning (ML) is a data-driven strategy in which computers learn from data without human intervention. The
outstanding ML applications are used in a variety of areas. In ML, there are three types of learning problems: Supervised, Unsupervised,
and Semi-Supervised Learning. Examples of unsupervised learning techniques and algorithms include Apriori algorithm, ECLAT
algorithm, frequent pattern growth algorithm, clustering using k-means, principal components analysis. Objects are grouped based on
their same properties. The clustering algorithms are divided into two categories: hierarchical clustering and partition clustering. Many
unsupervised learning techniques and algorithms have been created during the last decade, and some of them are well-known and
commonly used unsupervised learning algorithms. Unsupervised learning approaches have seen a lot of success in disciplines including
machine vision, speech recognition, the creation of self-driving cars, and natural language processing. Unsupervised learning eliminates
the requirement for labeled data and human feature engineering, making standard machine learning approaches more flexible and
automated. Unsupervised learning is the topic of this survey report.
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1. INTRODUCTION
Because of its inherent concepts, machine learning can

be considered a sub field of Artificial Intelligence (AI).
Allows for prediction; its core components are algorithms.
ML enables systems to learn independently without having
to be explicitly programmed to do so, resulting in more
intelligent behavior. Develop models that detect trends in
historical data and utilize those models to make forecasts
to generate data-driven predictions [1], [2], [3]. Figure 1 de-
picts the overall architecture of machine learning, which is
made up of multiple steps: Modeling (which includes func-
tionality engineering, model training, and assessment), Data
Acquisition and Understanding (data collecting and under-
standing), and Business Comprehending (understanding and
understanding the domain) as well as a deployment (deploy
the model to the cloud). Unsupervised Learning (UL) is a
machine learning approach for detecting patterns in datasets
with unlabeled or unstructured data points. In this learning
approach, an artificial intelligence system gets just the
input data and not the associated output data. Unsupervised
machine learning, unlike supervised learning, does not need
the presence of a person to oversee the model [4]. The data
scientist enables the system to learn on its own by looking
at the data and identifying patterns. To put it another way,
this sub-category of machine learning allows a system to

operate on particular data without external instruction. Un-
supervised learning approaches are essential to constructing
human artificial intelligence systems [5]. Because intelligent
machines must be able to make (independent) conclusions
based on enormous amounts of unlabeled data, this is the
case. UL algorithms are better at solving complicated tasks
than supervised learning algorithms. However, supervised
learning models provide more accurate results because a
programmer explicitly teaches the system what to search for
in the data presented. Unsupervised learning, on the other
hand, may be highly unexpected. Unsupervised learning
may be the foundation for artificial neural networks, making
deep learning possible [6]. While this is true, supervised
learning techniques for neural networks may also be used
if the intended output is already known. Learning without
supervision may be a goal in and of itself. UL models, for
example, may be used to uncover hidden models in massive
amounts of data and categorize and label data points. The
similarities and contrasts between unsorted data points are
used to group them [7].

Here are a few reasons why unsupervised learning
is so important.

• There is a lot of unlabeled data.
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Figure 1. Basic Architecture of ML

• Data tagging is a time-consuming operation that ne-
cessitates human intervention.

• However, ML may be used to drive the same process,
making coding easier for everyone involved.

• It can be used to investigate unknown or unprocessed
data.

• It comes in handy when dealing with massive data
sets and pattern detection.

A. Literature Review
Many researchers have surveyed unsupervised learning

(UL) techniques. The reference [8] surveyed unsupervised
learning literature. Their study included 49 studies. UL
models are equivalent to supervised learning (SL) models,
and Fuzzy C-means and Fuzzy SOMs perform best among
UL methods. Their work focused on UL models for soft-
ware fault prediction. The reference [4] analyzed supervised
and UL studies using a literature scan. They prioritized
research works published between 2015 and 2018 that
address or use supervised and unsupervised ML approaches.
This survey only included k-means, hierarchical cluster-
ing, and PCA. The reference [9] surveyed UL multiway
models, algorithms, and their applications in chemometrics,
neurology, social network analysis, text mining, and com-
puter vision. Their poll exclusively analyzed unsupervised
multiway data. The reference [10] surveyed the litera-

ture—this study surveys time-series clustering techniques.
The uniqueness and limitations of earlier studies are also
explored, along with prospective research areas. Time series
clustering applications are also listed. This literature review
focuses on time series clustering approaches. The reference
[11] surveys unsupervised and semi-supervised clustering
that describe clustering techniques and methodologies. The
authors gave external and internal clustering validity mea-
sures. Their work helps researchers, although their literature
review is limited to algorithms and clustering.

B. Motivation and Contribution
Unsupervised algorithms are extensively employed to

complete data mining jobs; they are discussed alone or
in groups based on learning needs. Literature studies on
supervised algorithms tend to focus little on unsupervised.
The authors analyzed 35 papers between 2018 and 2022
and found that majority focused on unsupervised learning
techniques. This review focused on unsupervised machine
learning techniques developed between 2018 and 2022.

2. UNSUPERVISED LEARNING
In supervised learning, a data scientist offers labeled

data to the system, such as photographs of cats tagged
as cats, so that it may learn by example. In unsupervised
learning, a data scientist merely gives photos, and it is up
to the system to examine the data and determine whether
or not they are cat images. Large amounts of data are
required for unsupervised machine learning [12]. In most
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circumstances, supervised learning works similarly, with
the model becoming more accurate as more examples are
added. When data scientists use datasets to train algorithms,
the unsupervised learning process begins. These datasets
include no labeled or classed data points. The purpose of
learning the algorithm is to find patterns in the dataset
and rate the data points according to those patterns. The
clustering, association, anomaly detection, and autoencoder
issues are four types of unsupervised learning challenges,
as shown in Figure 2.

Figure 2. Types of Unsupervised Learning

In the case of cat photos, the unsupervised learning
system may learn to recognize distinguishing features like
whiskers, long tails, and retractable claws. Unsupervised
learning is how humans learn to identify and classify objects
they think about. Let’s pretend you’ve never had ketchup
or spicy sauce before [13]. You will be able to discern the
difference between two ”unlabeled” bottles of ketchup and
chili sauce if you are given two ”unlabeled” bottles of each
and asked to taste them. Even if you don’t know the names
of either sauce (one sour, the other spicy), you’ll be able
to recognize its characteristics. You can get a better sense
of the flavor by tasting them more times. Soon, you’ll be
able to categorize foods depending on the amount of sauce
they contain just by tasting them. Specific qualities that
distinguish the two sauces and the group’s nutrition can
be discovered by studying the flavor. To categorize them,
you don’t need to know the names of the sauces or the
foods. Alternatively, you might refer to one as sweet sauce
and the other as a spicy sauce. Machines use unsupervised
learning to find patterns and similarly classify data points.
In the same way, supervised learning would entail someone
informing you of the sauce names and flavors ahead of

time [14], [15]. The workflow of the clustering algorithm
is shown in Figure 3.

Figure 3. Workflow of clustering in unsupervised ML

A. Types of Unsupervised Learning
1) Clustering

The practice of classifying items into groups is known
as clustering or cluster analysis. Clustering may be divided
into several forms, including partitioning, hierarchical, over-
lapping, and probabilistic. Data is partitioned so that each
piece of information may only belong to one cluster [16].
Exclusive pooling is another term for it. K-means exemplify
partitioning. Each data point is a cluster in hierarchical
clustering. The number of clusters is reduced via iterative
connections between the two closest clusters. It is used to
organize data in overlapping fuzzy sets [17], [18] . Figure
4 shows the example of clustering. Each point can be

Figure 4. Example of Clustering

assigned to two or more categories with varying degrees of
affiliation. In this case, the data will be paired with a suitable
membership value, such as K-Means clustering. Finally,
the probability distribution is used to generate clusters in
probabilistic [19]. Clustering may be divided into three
categories according to how they operate, as shown in
Figure 5.

Clustering may be divided into three categories accord-
ing to how they operate, as shown in Figure 5.

• Exclusive Clustering: As the name implies, complete
clustering states that a data item or object may only
exist within a cluster [14].

• Hierarchical Clustering: Hierarchical clustering [20]
seeks to establish a hierarchy of clusters. Agglomer-
ated and divided hierarchical grouping are the two
forms of the hierarchical set. Agglomeration uses a
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Figure 5. Types of Clustering

bottom-up method, first considering each data point
as a single group, then merging the pairs of groups
as they advance up the hierarchy. Agglomerate is the
polar opposite of divisive. As you move down the
structure, each data point begins in a single group
and then divides.

• Overlapping Clustering: You may use overlapping
grouping to divide a data point into two or more
groups [21].

2) Association
The unsupervised learning approach of Association Rule

Learning (ARL) is used to uncover associations between
variables in massive datasets. ARL can accept non-numeric
data points, unlike specific machine learning methods. In
a nutshell, ARL is concerned with how particular variables
are linked. People who purchase a motorcycle, for example,
are more likely to get a helmet [22]. It’s possible to make
money by forming these kinds of connections. Suppose
consumers who purchase product X also purchase product
Y, and an online shop can suggest product Y to anybody
who buys product X. Internally. In that case, statements are
used to learn the laws of association. These assertions may
highlight connections between disparate data sets. Support
and trust are used if/when patterns or relationships are
identified. The media determines the frequency with which
the if / then connection appears in the database. The number
of times the if/then the relationship has been determined
to be legitimate is called confidence. The association rule
allows shopping cart analysis and online use mining [23].

3) Anomaly Detection
Any procedure that discovers outliers in a data set

is known as anomaly detection. These anomalies might
suggest unusual network activity, a faulty sensor, or data

that has to be cleaned before analysis. When data models go
beyond or diverge from usual models, this is an anomaly. An
unusual network traffic pattern, for example, indicates that
the compromised system is transferring sensitive data to an
unauthorized server. Anomalies are identified or predicted
by finding or forecasting data points that differ from the
standard model [24], [25]. Intrusion detection, insurance,
fraud detection, and military surveillance are just a few of
the uses for anomaly detection.

4) Autoencoders
Autoencoders are an unsupervised learning approach

that uses neural networks to do representation learning.
We’ll create a neural network architecture with a bottleneck
that compels the network to use a compressed knowledge
representation of the original input [26]. This compression
and subsequent reconstruction would be complicated if the
input properties were unrelated. If the data has some struc-
ture (for example, correlations between input attributes),
this structure may be learned and utilized by driving the
input through the network bottleneck. The presence of
an information bottleneck is a fundamental feature of our
network design; without it, our network might quickly learn
to store input data by passing them through the web [27].
Autoencoder algorithm components are shown in Figure 6.

Figure 6. Autoencoder Components

3. REVIEW ON ML UNSUPERVISED ALGORITHM
We thoroughly analyze the literature on unsupervised

learning methodologies and algorithms and performance
measures used in unsupervised learning. The benefits and
drawbacks of various unsupervised learning research in this
paper. This research will help academics go in a new direc-
tion by identifying new research areas and filling a research
vacuum in unsupervised learning [28]. Researchers will be
able to compare the efficiency and efficacy of unsupervised
learning algorithms as part of this project. Algorithms are
used to implement both clustering and association rule
learning. Some of the most significant algorithms used to
apply the association rule include the a priori method, the
ECLAT algorithm, and the frequent model growth (FP)
algorithm. Algorithms like k-mean clustering and principal
component analysis make clustering possible (PCA), as
shown in Figure 7 [29], [30].

A. Apriori Algorithm
The Apriori algorithm was created with data mining in

mind. It may be used to extract data from databases with
many transactions, such as a database containing a list of
things purchased by supermarket customers. It’s used to
detect the collection of things that customers are more likely
to buy together in shopping cart analysis and to identify the
adverse effects of medications [31].

The stages for the Apriori algorithm are as follows:
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Figure 7. Widely used Unsupervised Learning Algorithms

• Step 1: Determine the transactional database’s sup-
port for the article sets and select the slightest degree
of support and reliability.

• Step 2: Select any available media with a more
excellent support value than the minimum or specified
support value.

• Step 3: Find all the rules in these subgroups with a
higher confidence value than the threshold or minimal
confidence.

• Step 4: Sort the rules in ascending order by their
elevation.

1) Advantages
• This is a straightforward algorithm.

• On big datasets, the algorithm’s join and prune phases
are simple to implement [32].

2) Disadvantages
• In comparison to other algorithms, the a priori algo-

rithm is sluggish.

• Because it checks the database many times, overall
performance may suffer.

• The a priori algorithm’s spatial and temporal com-
plexity is O (2D), which is exceptionally high. The
horizontal breadth of the database is represented by
D [33].

3) Applications
• Extraction of association rules in data mining of ad-

mitted students based on features and specializations
in the educational area [34].

• In the medical profession, for example, patient
database analysis.

• In forestry, data from forest fires is used to analyze
the frequency and intensity of forest fires.

• Many firms employ it a priori, such as Amazon in
their referral system and Google in their autocomplete
feature.

B. ECLAT Algorithm
ECLAT (Equivalence Class Clustering and Bottom-up

Lattice Traversal) is a data mining technique used to acquire
element set mining and locate frequent items. Because the
a priori technique utilizes a horizontal data structure, it
must scan the database numerous times to find frequently
occurring objects. On the other hand, ECLAT takes a
vertical approach and is faster in general since it only has
to scan the database once [35].

Figure 8. ECLAT Algorithm Model

The stages for the ECLAT algorithm are as follows:

• Step 1: For each item in the database, get a list of
the transaction ID. We scan the entire database in this
step. The list of transactions containing element an is
the t transaction ID list of element a.

• Step 2: Create a new list of transactions whose
members are transactions involving elements a and
b by intersecting the list of element titles a with the
list of element titles b.

• Step 3: Apply conditional a to other items in the
database and repeat step 1.

• Step 4: Repeat the preceding procedures for the
remaining items.

1) Advantages
• The Eclat method utilizes less memory than the Apri-

ori algorithm since it uses a deep search technique
[36].
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• Eclat’s approach does not require repetitive input
scanning to compute individual support values.

• Unlike Apriori, which scans the original dataset, the
Eclat algorithm searches the recently created datasets.

2) Disadvantages
• The Eclat algorithm uses more RAM to build inter-

mediate transaction ID sets.

3) Applications
• In the medical profession, for example, patient

database analysis.

• In forestry, data from forest fires is used to analyze
the frequency and intensity of forest fires [36].

C. Frequent Pattern Growth Algorithm
The Apriori algorithm has been improved with the

Frequent Pattern (FP) Growth algorithm. This algorithm
represents the database in the form of a pattern or frequent
tree (FT) structure. The most common patterns are extracted
using this regular tree. The Apriori technique must search
the database n + 1 times (where n is the most extended
model’s length), but the FP growth approach needs two
scans [37]. The stages for the Frequent pattern (FP) growth
algorithm are as follows:

• Step 1: The first step is to run a database scan to
see whether there are any occurrences of the item
sets. This is the same as the first step in the Apriori
method. The supporting count or frequency of one
collection of items in the database is the frequency
of one set of things.

• Step 2: The FP tree is built. Begin by constructing
the tree’s root. The word null is used to represent the
root.

• Step 3: Re-scanning the database and going over all
the transactions is the next stage. Examine the first
transaction to see what items it contains. The highest-
counting things are taken first, then the lowest-
counting items, etc. It denotes that the tree branch
is built up of sets of transaction components in
decreasing order of count.

• Step 4: The next transaction in the database is
examined. The object sets are ordered in ascending
order by count. If a group of components from this
transaction already exists in the root, this transaction
branch will share a common prefix. This signifies that
the standard item set is linked to the new node of
another item set in this transaction.

• Step 5: The item set count increases as transactions
are made. As new nodes are established and joined
based on transactions, the count of both the familiar
and new nodes increases by one.

• Step 6: The constructed FP tree must now be ex-
tracted. The lowest node, as well as the relationships
between the weakest nodes, are evaluated first. The
lowest node represents the length of frequency model
1. Then take the way via the FP tree. The conditional
model base refers to this path or pathways. The
dependent model is based on a secondary database
containing prefix pathways in the FP tree that begin
at the lowest node (suffix).

• Step 7: Count the number of sets of items in the
path to create a conditional FP tree. The hanging FP
tree considers the collections of items that pass the
support criterion.

• Step 8: Create a conditional FP tree by counting the
number of sets of items in the route. The hanging
FP tree considers the groups of things that pass the
support threshold.

• Step 9: The conditional FP tree generates frequent
patterns.

1) Advantages
• This approach only needs to scan the database twice,

compared to Apriori, which examines the transactions
for each iteration [38].

• This method avoids item matching, which speeds up
the process.

• Extraction of long and short frequent patterns is
efficient and scalable since the database is compressed
in memory.

2) Disadvantages
• FP Tree is bulkier and more complicated to build than

Apriori, and it might be rather expensive.

• The approach may not fit in shared memory if the
database is extensive.

3) Applications
• Clustering, classification, software issue identifica-

tion, recommendations, and other problems may all
be solved with a Frequent pattern (FP) growth algo-
rithm [38].

D. Clustering using K-Means
In data science, several rounds of the k-means method

are commonly utilized. The k-means clustering algorithm
divides components into groups based on their similarity.
Graphically representation of the K-mean clustering work-
flow is shown in Figure 9.

The letter k denotes the number of groups. As a result,
if k is 3, there will be three groupings [39], [40], [41].
This clustering algorithm divides the unlabeled dataset into
unique clusters with comparable qualities for each data
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Figure 9. Workflow of K-mean Clustering

point. The trick is to locate cluster centroids, which are
K centers. Each group will have a cluster centroid. After
presenting a new data point, the algorithm will use metrics
like Euclidean distance to identify which cluster the data
point belongs to. The centroids are calculated using the
K-mean clustering technique, which iterates until the best
centroid is obtained. The number of groupings is likely
known. Another term for it is the flat clustering algorithm.
The number of groups found by the algorithm is denoted
by the letter ”K” in K-means [42].

The steps below will demonstrate how the K-Means
clustering approach works:

• Step 1: We must first specify the number of groups
(K) that this method should produce.

• Step 2: Next, pick K random data points and assign
them to one of the groups. In a nutshell, it ranks data
according to the number of data points it contains.

• Step 3: Now, we’ll calculate the cluster centroids.

• Step 4: Repeat steps 1-3 until you discover the
optimum centroid, i.e., allocating data points to non-
varying groups.
◦ 4.1: To begin, compute the total of the squared

distances between the data points and the cen-
troids.

◦ 4.2: Now, we must allocate each data point to
the closest group to the others (centroid).

◦ 4.3: Finally, by averaging all data points in the
cluster, compute the centroids of the groups.

1) Advantages
• It is simple to comprehend and put into practice.

• If we had a high number of variables, K-mean would
be quicker than hierarchical clustering.

• When the centroids are recalculated, the cluster of an
instance might be modified.

• K-mean clustering provides smaller groups than hier-
archical clustering.

2) Disadvantages
• It’s impossible to determine the number of clusters or

the value of k.

• The number of groups in a network (k value) and
other initial inputs is strongly influenced by the
output.

• The order in which the data is input significantly
impacts the final result.

• It is pretty sensitive to changes in size. The outcome
will be dramatically different if we scale our data
using normalization or standards—the ultimate result
[42].

• If the nests have a complex geometric shape, nesting
is not suggested.

3) Applications
• Segmentation of the market

• Document grouping and picture segmentation

• Compression of images

• Segmentation of customers

• Dynamic data trend analysis

E. Principal Components Analysis (PCA)
PCA is a dimensionality reduction approach that reduces

the dimensionality of big data sets by converting many vari-
ables into a smaller group that still maintains the majority of
the data information in the ’large set.’ The loss of precision
while lowering the number of variables in a dataset is
unavoidable, but the answer to reducing dimensionality is
to exchange some accuracy for simplicity. Because smaller
datasets are easier to study and visualize and there are no
unnecessary variables to analyze, data analysis is easier and
faster for machine learning algorithms [43]. The graphical
representation of the K-mean clustering workflow is shown
in Figure 9.

Figure 10. Workflow of PCA

To summarize, PCA’s goal is to decrease the number
of variables in a data collection while retaining as much
information as feasible.
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TABLE I. A Comparison of Five Commonly used Unsupervised Algorithms

Apriori Algorithm ECLAT Algorithm Frequent Pattern Growth Algorithm K-Means Algorithm Principal Components Analysis Algorithm

Accuracy in General Satisfactory Good Good Superb Superb
Speed of Learning Good Excellent Good Superb Superb

Speed of Classification Superb Superb Good Excellent Superb
Tolerance to Missing Values Good Excellent Superb Superb Superb

Tolerance to Irrelevant Attributes Good Excellent Satisfactory Superb Good
Tolerance to Redundant Attributes Excellent Good Satisfactory Excellent Good

Tolerance to Highly Interdependent Attributes Satisfactory Good Excellent Excellent Satisfactory
Tolerance to Noise Excellent Good Satisfactory Superb Superb

Dealing with Danger of Overfitting Good Good Superb Excellent Excellent
Attempts for Incremental Learning Superb Satisfactory Good Good Superb

Transparency of Knowledge/ Classification Satisfactory Good Excellent Excellent Good
Support Multi classification Good Excellent Excellent Superb Superb

The steps below will demonstrate how the PCA
approach works:

• Step 1: Obtain the data set

• Step 2: Data representation in a structure.

• Step 3: Standardization of data

• Step 4: Z’s covariance is calculated.

• Step 5: Eigenvalues and eigenvectors are calculated.

• Step 6: The eigenvectors are categorized.

• Step 7: New characteristics or primary components
are calculated.

• Step 8: Remove characteristics from the new dataset
that are less significant or irrelevant.

1) Advantages
• PCA helps us to better generalize machine learning

models by lowering the dimensionality of the input.
This aids us in overcoming the ”dimensionality curse”
[44].

• The calculation is simple. PCA is based on linear
algebra, which computers can solve quickly.

• Other machine learning algorithms will be sped up.
Machine learning algorithms are trained on crucial
components rather than the original dataset and con-
verge faster.

• Reduces the challenges associated with high-
dimensional data. Regression-based algorithms are
readily over-adaptable when dealing with high-
dimensional data. We avoid overfitting prediction
algorithms by utilizing PCA to minimize the size of
the training dataset in advance.

2) Disadvantages
• The key components have low interpretability. Princi-

pal components are linear combinations of the origi-
nal data’s features, but they’re not easy to understand.
For example, it’s challenging to identify the dataset’s
most relevant properties after computing the main
components.

• The trade-off between dimensionality reduction and
information loss. Reduced dimensionality is benefi-
cial, but it comes at a cost. Information loss is an
unavoidable aspect of the PCA [44].

3) Applications
• PCA is mainly utilized in artificial intelligence appli-

cations such as computer vision, image compression,
and a dimensionality reduction approach.

• If the data is vast enough, it may also be utilized to
find hidden models. Finance, Data Mining, Psychol-
ogy, and more areas employ PCA [45].

4. COMPARATIVELY ANALYSIS
So, here’s a comparison of the most popular unsuper-

vised classification algorithms. Several strategies have been
created, some of which have been addressed in earlier
sections. Based on available facts and theoretical stud-
ies, Table 1 compares various regularly used unsupervised
algorithms. This comparison demonstrates that no single
learning algorithm beats the others.

5. CONCLUSION
Unsupervised learning is one of the many types of ma-

chine learning. The model is trained on an unlabeled dataset
in unsupervised learning. Grouping, association, anomaly
detection, and automated encoders are also included. Var-
ious techniques for unsupervised learning have been pre-
sented throughout the last decade. Unsupervised learning
has many applications, from intrusion detection to infor-
mation retrieval, disease diagnosis, and protein sequence
search. This review of the literature focuses on unsupervised
learning methodologies and algorithms and the numerous
assessment metrics used to evaluate the performance of un-
supervised learning models. It also outlines the advantages
and disadvantages of each study. This survey report will
aid academics in determining which unsupervised learning
algorithms or approaches to utilize for issue solving. Also,
which study field needs greater attention. The scope of
this research is confined to commonly used unsupervised
learning techniques. Only research within the last five years
should be highlighted. We may operate more algorithms and
methodologies in the future to improve targeting.
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