Agent-based Approach for the Recommendation and Unsupervised Classification of Enterprise Services in the Cloud
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Abstract: The main objective of this study is to create a collaborative parallel environment, which supports the unsupervised classification and the filtration of an important volume of information. The proposed approach consists in the integration of an agent-based system composed of five reactive agents to assist the recommendation of the stored services in the cloud and to cluster these services through a new improved K-means as well. The conducted experiments and evaluations of the different approaches and measures, such as: Euclidean distance, Manhattan distance and Cosine similarity, show that the proposed approach of the unsupervised classification improve the within cluster sum of squares (WCSS), which facilitates the access to personalized and relevant services requested in a very improved response time, especially through migration to the cloud using agents.
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1. INTRODUCTION

The communication between companies that work in the same sector is primordial for sharing expertise and resources. As a result of the necessities of an industrial company, the request of an expert, a machine or a commercial premise can be initiated. The acquisition of the requested and personalized service must be achieved in an advanced and fast form, which implies that the search for this service must be performed with companies providing similar services. Therefore, it consists of a collaborative environment that supports the companies providing or requesting a service.

This work environment should ensure parallelism, flexibility and storage capacity for a clear and concise recommendation. It requires a high performance system to provide consistency, in order to recommend relevant and focused information in a short amount of time, which leads to the combination of multiple techniques and tools for the association of their strengths, in order to take advantage of their complementary effect. The identified problem consists in guaranteeing a productive collaboration and communication between the involved companies based on the promotion of a personalized and fast filtration considering a large volume of services. To answer these issues, the main lines of the contribution process consist of:

- The use of natural language processing (NLP): the standardization of the language used by the collaborating companies for a meaningful comprehension. Since the service is introduced through a controlled natural language, the language normalization has been applied.

- Designing an agent-based architecture to promote parallelism and system performance.

- The proposition of a new clustering approach for generating an effective unsupervised classification of services.

- The migration to a cloud platform to guarantee the storage capacity and a large-scale passage with the integration of cloud services.

- The use of a recommendation tool to simplify the search process in a short time with guaranteeing successful recommendations.
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• The evaluation of the developed concepts’ impact.

In order to conceive this process, an agent-based architecture has been developed to achieve the system balance and lightening, during the unsupervised classification (clustering) and recommendation, with processing a large amount of data in a cloud environment. For the sake of increasing the performance of the proposed system through introducing storage capacity, managing and allocating services in a flexible and reliable state and avoiding the problems of overload, these different paradigms have been combined.

This research paper organization comes as follows: Section II is dedicated to the state of the art on the different concepts and techniques, as well as the works, which fit in our thematic. Section III gives details about the architecture of the proposed approach. As for section IV, it reports the conducted experiments with the obtained results and their interpretations, whereas section V gives a general conclusion.

2. STATE OF THE ART

In order to have a powerful intelligent system to assist the involved process, the research has been conducted for different entities covering a wide variety of domains with the purpose of combining the strengths of each. This section provides a systematic overview of the integrated concepts, and it discusses some related researches to assimilate the work that will be undertaken in this manuscript.

A. Overview

1) Clustering

Clustering is an unsupervised learning approach for classifying items automatically, in order to build a prediction model. This permits the optimal partitioning of the initial data set [1]. It is a technique allowing the determination of the relationship between the items in a data set [2]. Clustering techniques can improve the performance of the recommendations and response time by dimensional reduction [3], [4]. The idea behind this is to form clusters with a reduced number of data allowing the manipulation of the targets in a short time with fewer calculations. Centroid-based algorithms are based on the elaboration of a number of clusters, each with a representative called centroid, which is calculated from the average of the items belonging to its cluster. K-means is the most commonly used method in the context of recommendation systems [3], providing a significant improvement [5]. Based on the carried-out study [6] analyzing a number of literature articles looking for the most partitioning clustering algorithm used with recommendation systems. This clustering technique, associated with an appropriate similarity measure, presents efficient results while having a principle easily assimilated and being simple to implement. In addition to that, it manipulates all types of data, and increases productivity using a large corpus [7], and has a complexity equals to O (n) for n items [8]. On the other hand, the major limitation of clustering algorithms is usually the initial partitioning [7]. More precisely, the problem with this K-means algorithm is the random choice of the number k of clusters and centroids [9], [8]. In order to overcome the issue of determining the number of clusters, different approaches have been proposed in [10] indicating that they are not really meaningful.

2) Recommendation systems

The proliferation of the indexed data on the web has caused a series of problems related to information overload, which means an excess of choice against users, who are prevented from distinguishing and selecting relevant information in a rapid reliable manner. In the literature, several solutions have been proposed including the systems filtering information and providing personalized recommendations. These systems reduce search efforts and response time to make a decision about an alternative. Recommendation systems have been defined as an alliance that protects users from information overload [11]. According to [12], the recommendation-based algorithms learn about users with the aim to provide them with relevant information meeting their expectations. This information is given in the form of a list of recommendations that are mostly generated, according to three types of filtering: collaborative filtering, content-based (cognitive) filtering and hybrid filtering that combines different types of recommendations to aggregate their strengths. This classification has been adopted, according to the type of the followed filtering mechanism [13].

For filtering, these algorithms are based on similarity measures. Therefore, depending on the mechanism of the adopted algorithm, similarity measures are used in different ways. These similarity measures are chosen in accordance with the type of data and their representation. They play a crucial role in determining the performance of prediction results in the context of recommendation or unsupervised classification in the context of clustering. According to [14], the choice of the similarity measure has a direct influence on the quality of the recommendations in terms of accuracy. The cosine similarity measure is the most widely used in clustering [15], [16], [3], [17] and information retrieval techniques [18], [19], [20]. Several comparisons have been established approving the quality of its performance [16], [21], [17], [22], [23]. The evaluation of recommender systems has always been the focus of several researchers, resulting in different performance evaluation measures in addition to the criterion of the user’s satisfaction.

To summarize, recommendation systems are a means of selecting relevant information from a large amount of data that provide meaningful decision support. This has led to their widespread use, integrated in most cases with other methods and technologies to overcome certain anomalies.
3) Multiagent systems

Multi-agent systems are an optimal solution that not only reduces response time but improves system performance by using the notion of parallelism and task distribution. Multi-agent systems (MAS) are defined in [24] as systems that promote fault tolerance and scalability through the multitude of agents working in the same distributed environment.

The combination of these definitions presents a multi-agent system (MAS) as a flexible system (adding new agents to another agent), effective (distribution of tasks), and inexpensive (allocation of overheads avoiding the need for a powerful entity [25]). This means that, these systems are used in a wide variety of domains to solve real problems: Smart cities [26], Urbanism [27], Smart Grid [28], [29], Robotics [30], Internet of things [31], healthcare [32], cloud [33], [34] etc.

These systems are used for a better learning and a good, intelligent, dynamic and especially parallel reflection to alleviate the systems and improve their performance.

4) Cloud computing

Dynamic systems that interact with a large number of users and data require better performance in terms of storage capacity, calculations and fast processing. This comes in the context of good elasticity and great availability. In recent years, cloud computing has proven to be the best paradigm of virtualization that provides well automatic management and an allocation of abstract resources on demand.

Cloud computing is a set of services and hardware that deliver these services [25], [35], [36]. It is a large-scale distributed technology that enables the supply of resources in a dynamic and parallel manner. Virtualization in this paradigm allows for failure tolerance by isolating applications from each other, thus avoiding the failure of the entire system [37].

Cloud Computing has experienced an exceptional evolution from its advantageous impact, which can be represented in the support of intensive calculations [37], [38] and a large number of users [35], the provision of significant storage capacity [37], elastic and advanced services [35], reduced user costs [25], [37], [39], scalability and reliability that reduce response time and increase resource availability [40], [25] and in overall performance improvement [35].

However, with all these advantages, this technology still has challenges to overcome, related to data security, consistency of replications, etc. This prompted researchers to combine cloud computing with other technologies such as: multi-agent systems (for conflict resolution [41]) and the recommendation [38] for large data filtering.

In this same context, multi-agent systems (MAS) refer to another decentralized paradigm, which involves a multitude of agents to solve a problem intelligently [37].

As a result, these two distributed models have often been combined from the point of view that they are complementary. Cloud computing provides an environment with high performance and a large storage capacity for the scalable execution of an MAS. As for the MAS, it provides the cloud platform with intelligence, autonomy and reasoning to improve its flexibility and interaction besides a level of confidentiality [42], [37], [36]. Combined with the cloud paradigm, compared to other environments, a MAS system is more powerful taking advantage of its elasticity for scalable execution [37].

B. Literary review

In the literature, several investigations have focused on improving recommendations to foster collaboration between different entities. This research has been based on the integration of different techniques.

Preparation and pre-processing of the dataset prior to filtering and recommendation has also been proven to be a technique improving the relevance of recommendations. Two studies [40], [43] have focused on the proposal of an algorithm using data mining techniques for the identification of frequent sequential access patterns on the web. The principle is based on the generation of a graph from a pre-processed exploration, which helps to extract the implicit user’s behavior based on his navigation. This identification leads to the recommendation of relevant web page links.

The proposed contributions differ in the steps of the algorithm. In [40], it is about the removal of infrequent web pages before the graph creation, followed by the removal of infrequent edges, then, the generation of frequent sequential patterns, according to their frequency. Finally, the web page recommendation rules are generated. However, in [43], the creation of the graph precedes the elimination of the nodes and edges. These two methods are an improvement of an older algorithm allowing the generation of the graph without considering the recommendation. Comparing these two approaches, the first one reduces the graph generation time and requires less memory space.

Focusing on problems that are related to the reduction of recommendations’ relevance and response time, some works have introduced clustering method. A recommendation system based on collaborative filtering and clustering has been proposed in [4] to provide better guidelines and decision support in the context of cardiovascular disease. Concerning the random choice of centroids, it suggests choosing only one centroid randomly as long as the others are determined, according to the standard deviation. The items belonging to the same cluster are those that have the smallest standard deviation, according to the means. This approach avoids the problems of sparsity and scalability, and improves relevance and response time.

Another approach discussed in [7], which is based on collaborative filtering for the efficient recommendation of TED talks using the K-means clustering method for the construction of the predictive user model. The obtained results show that this approach avails effective recommendations and predictions.

Another aspect has been highlighted in [11], which is a work that ensures the recommendations performance for big data through proposing two collaborative filtering approaches. The first one is based on an improved K-means
clustering algorithm, and the second uses the same algorithm with a covariance-based dimension reduction method (principal component analysis). In terms of error prediction computed by MAE and RMSE measures, these proposed approaches have the lowest value compared to the classical collaborative filtering algorithm. With the specification that the second proposed approach, including dimension reduction, decreases the margin of error significantly. In addition to the work abrogated in [45], which consists in using two hybrids clustering algorithms based on sequences and hierarchy, for recommendation of e-commerce web pages. This recommendation method based on clustering has shown significant results. However, the aspect of computing power (deployment in the cloud) has not been addressed. As for the research conducted in [44], the objective is to make it easier for students to access suitable courses according to their interests, and to facilitate a collaborative and efficient working environment. On the one hand, the adopted approach enables unsupervised classification to divide students into clusters based on term frequency and semantic feature extraction algorithm using an improved K-means algorithm, which aims to improve the selection of initial cluster centers. On the other hand, it allows the recommendation of a limited number of well-targeted suitable courses to a trained student population. The recommendation process uses semantics, which leads to solve the cold start problem that may be encountered. By reverting to previous clustering methods, the obtained recommendation results are stable and improved.

Still in the field of education, a system for recommending books along with their descriptions and metadata based on an RDF knowledge graph is designed in [45]. The initially followed approach focuses on forming book clusters via the K-means algorithm, and the next step involves predicting and scoring books before making collaborative filter-based recommendations. The discussed results report the relevance of the recommendations and predictions.

In order to provide the points of interest recommendations in the field of urban tourism for tourist groups with similar preferences and opinions, the work presented in [46] enables the development of recommender systems based on clustering and fuzzy best and worst methods. The used clustering algorithm is a modified K-means algorithm implemented by the evolved Euclidean distance and elbow-based method to select the number of clusters. The experimental results show the recommendations’ relevance, which is further enhanced by using fuzzy methods. According to these works, clustering brings more relevance to the recommendations.

Among the conducted researches, several have migrated to the cloud computing paradigm. As in [47], a hybrid approach has been implemented for recommending banking products in addition to recommending solutions for the banking entity based on intelligent agents and case-based reasoning in the cloud to facilitate sharing.

On the Basis of the recommendation systems deployed in the cloud, the integration of agent-based architectures has been promising. The closest work to our contribution [39] proposes a multi-agent system to dynamically process and analyze the operation of a user’s application running in a public cloud environment, in order to provide adequate resources. This system uses three agents, which apply the recorded resource predictions (deductive reasoning) with inference rules to dynamically choose the best parameters to use for the execution of the application in the public cloud. The evaluation of the proposed system shows good prediction results and a good balance between CPU usage, application execution time and cost.

C. Contribution

The main objective of our contribution is the elaboration of a high-performance system with a great flexibility, which guarantees the acquisition of a personalized service in a short time with a significant relevance. The idea behind this study is to combine different methods and paradigms by matching their strengths to achieve a cost-efficient combination and the proposal of an improved clustering technique for the generation of targeted clusters in order to increase the relevance of recommendations.

Our contribution addresses two important phases that lead to the delivery of a service, which can be an expert, a machine or a premise. The first phase consists of data preprocessing, information extraction and clustering. This step has been developed as follows:

- The extraction of information from the collected data considering semantics based on conceived domain ontology.
- The representation of data (the chosen model is the vector representation).
- The implementation of the K-means clustering algorithm and comparison with a new improved K-means algorithm that we have proposed for improving the assignment of data in suitable clusters using Euclidean distance, Manhattan distance and cosine similarity for the comparison.

The second phase allows processing and personalizing the request for a recommendation process. It has been conceived by:

- the implementation of the recommendation algorithm based on content filtering and cosine similarity measure.
- the conception of a user feedback for the evaluation of the recommendations.

The execution environment of this approach is implemented in an agent-based architecture composed of 5 agents deployed in a cloud public infrastructure (Iaas). In order to place our contribution among the related works, a comparative table is given in Table I.
<table>
<thead>
<tr>
<th>Works</th>
<th>P</th>
<th>Rep</th>
<th>Clust</th>
<th>Rec</th>
<th>Sim</th>
<th>Items</th>
<th>MAS</th>
<th>Cloud</th>
<th>Eval</th>
</tr>
</thead>
<tbody>
<tr>
<td>[39]</td>
<td>-</td>
<td>-</td>
<td>Linear regression</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>MAE, RMSE, Bias, MAPE</td>
</tr>
<tr>
<td>[38]</td>
<td>+</td>
<td>(V)</td>
<td>-</td>
<td>(CF), (S)</td>
<td>Not announced</td>
<td>e-commerce</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>[48]</td>
<td>-</td>
<td>-</td>
<td>(Ph)</td>
<td>Hybrid</td>
<td>(Dps)</td>
<td>e-commerce websites</td>
<td>-</td>
<td>-</td>
<td>Response time, precision, recall, F-measure</td>
</tr>
<tr>
<td>[44]</td>
<td>+</td>
<td>(V)</td>
<td>K-means, Improved K-means</td>
<td>(CF)</td>
<td>Cosine</td>
<td>Courses for grouped students</td>
<td>-</td>
<td>-</td>
<td>precision, recall, RSA, Popularity average</td>
</tr>
<tr>
<td>[45]</td>
<td>-</td>
<td>-</td>
<td>K-means</td>
<td>(CF)</td>
<td>-</td>
<td>Books</td>
<td>-</td>
<td>-</td>
<td>MAE, recall precision, F1</td>
</tr>
<tr>
<td>[46]</td>
<td>-</td>
<td>(V)</td>
<td>K-means, Improved K-means</td>
<td>(CF)</td>
<td>Developed euclidean distance</td>
<td>Points of interest</td>
<td>-</td>
<td>-</td>
<td>User satisfaction, precision, recall, F1</td>
</tr>
<tr>
<td><strong>Our work</strong></td>
<td>+</td>
<td>(V)</td>
<td>K-means, Improved K-means</td>
<td>(Cb)</td>
<td>Cosine, Euclidean, Manhattan</td>
<td>enterprise services</td>
<td>+</td>
<td>+</td>
<td>User satisfaction, MAE, NRMSE, RMSE, recall, precision, F-measure, Response time</td>
</tr>
</tbody>
</table>

3. PROPOSED APPROACH

The proposed approach consists of establishing a collaborative system dedicated to companies to assist them in requesting or providing a service. The proposed architecture is illustrated in Figure 1.

Within this architecture, several modules of different concepts are related to the elaboration and the acquisition of a model that meets the identified objectives. Our architecture is dedicated to two types of profiles:

- **A provider** for adding a new service: this part involves adding a service so that the service directory is updated. First, the natural language of the query is translated. Then, its vector representation is elaborated. The following process leads to a similarity calculation with the centroids of the clusters for the assignment of this proposed service.

- **A requester** for requesting a service: this space selects a list of suitable services considering the centroids of the clusters to select the most similar one so that the list is searched among the members of the selected cluster.

For this purpose, we have used a multi-agent system, which is composed of 5 agents. The structure of the proposed system is shown in Figure 2.

As shown in Figure 2, several modules are included. The following section provides the details of these modules.

A. The cloud computing

Cloud computing has been used as an execution infrastructure platform and storage support to enable large-scale passage and increase system performance. The idea behind the deployment of our system into the cloud is to enable: the handling of a large number of services, guaranteeing the system accessibility and the increase of its availability and flexibility by taking advantage of the cloud’s flexibility feature.

The deployment of our system has been performed on a public cloud to take advantage of its unlimited number of resources allocated on demand and its open access. With Iaas, as a type of service, to benefit from an infrastructure that allows the deployment of our system with a certain degree of control.

B. Agent-based modeling

The use of multiple agents contributes to reduce the system load through the notion of parallelism. As different steps are predicted, it is necessary to distribute the tasks and assign them to different agents to reduce the response time and workload.

The proposed multi-agent architecture consists of five reactive agents: Preprocessing, Translation, Clustering, Recommendation and Delivering Agents.

- **Preprocessing Agent (PP-Ag):** This agent is dedicated to the preprocessing of the request by presenting the requested or the proposed service. This pre-processing consists in eliminating empty words and extracting information in the form of keywords,
which are then indexed as a vector (Figure 3). Since the considered data is semi-structured, this extraction step is necessary to convert the semi-structured data into a structured data. Moreover, as long as the items used in this study can be described by a common and a known set of attributes (representative keywords), and as long as the implementation of the vectors is simple, and meets our work requirements, the vector representation has been adapted.

- **Translation Agent (T-Ag):** The expansion of vectors is very important; it brings meaning and semantics to the required information. In our case, we have developed domain ontology in order to resolve the problem of polysemy and synonymy, by creating a concept that reflects the meaning of all these synonyms. Based on this ontology, which plays the role of a dictionary (Stemming Step), this agent allows the standardization of the vectors of the provider's or requester's queries (Figure 4).

- **Clustering Agent (C-Ag):** With the objective of facilitating the extraction of relevant and targeted information in a shorter time, clustering techniques are used to form categories. This step is accomplished by Clustering Agent (Figure 5), which runs a clustering algorithm to produce clusters for an unsupervised classification of services using similarity criteria. This step allows assigning the provider's request to the appropriate cluster. On the basis of a comparison with the classical K-means, the clustering module follows a new improved unsupervised classification approach of the K-means algorithm applied with the cosine similarity measure. This similarity measure has been chosen among two other measures (Euclidean distance and Manhattan distance).

The proposed approach of the improved K-means (Algorithm 1) relies on a new idea, which allows to select the most distinct centroids and then to merge them with similar items for the generation of suitable clusters. For solving the K-means problem related to the choice of the number of clusters, we have previously defined the latter by the elbow method also used in [49], [50]. In order to reflect the users' evaluations, the clustering is recalculated following an evaluation initiated by the user after the recommendation of an inadequate service.

- **Recommendation Agent (R-Ag):** In the case of a service request, this agent performs filtering to generate relevant service recommendations (Figure 6). First, the similarity rates are calculated with the centroids of the clusters using the Cosine similarity measure. Then, the most similar ones are selected to perform further similarity calculations with its members to generate recommendations. These calculations are simultaneously conducted (in parallel), which reduces response time, and lightens the system in a multi-agent architecture. Recommendations are determined based on content-based filtering to alleviate the problem of a newly requested service or a similar service that has recently been provided. The choice of the Cosine similarity measure has been made on the basis of a comparative study in a previous work [51].

- **Delivering Agent (D-Ag):** The coherence of our knowledge bases requires updates on the availability
Algorithm 1 Improved-K-means;

Input: Services data set serD, k
Output: Clusters

\[ i = 1; \text{sim}1 = []; \text{sim}2 = []; \text{Centroids set Ctr}[k], \text{threshold} \ t \]
\[ \text{if} \ \text{serD} \neq \emptyset \text{ then} \]
\[ \quad \text{id} \leftarrow \text{random}(\text{serD}); \]
\[ \quad \text{Ctr}[0] \leftarrow \text{id}; \]
\[ \quad \text{serD} \leftarrow \text{serD} - \{\text{Ctr}[0]\}; \quad //\text{remove Ctr}[0] \text{ from serD} \]
\[ \text{end} \]

\[ \text{for each} \ x \in \text{serD} \text{ do} \]
\[ \quad \text{sim}1[x] = \cos(\text{Ctr}[0], x); \]
\[ \text{end for} \]

\[ \text{sim}1[] \leftarrow \text{ascending} - \text{sort}(\text{sim}1); \]
\[ \text{while} \ (i < k) \text{ do} \]
\[ \quad \text{Ctr}[i] \leftarrow \text{sim}1[i]; \]
\[ \quad \text{serD} \leftarrow \text{serD} - \{\text{Ctr}[i]\}; \quad //\text{select first k-i items from sim}1 \text{ and remove them from ser-D} \]
\[ \text{end while} \]

\[ i = 1; \]
\[ \text{while} \ (i < k+1) \text{ do} \]
\[ \quad \text{for each} \ x \in \text{Ctr} - \{i\} \text{ do} \]
\[ \quad \quad \text{sim}2[x] = \cos(x, \text{Ctr}[i], x); \]
\[ \text{end for} \]
\[ \text{if} \ \text{sim}2[x] \geq t \text{ then} \]
\[ \quad \text{place} \ x \ \text{in cluster} \ i \ \text{and remove} \ x \ \text{from} \ \text{Ctr}; \]
\[ \quad \text{select first item from} \ \text{sim}1 \ \text{and remove it from} \ \text{ser-D} \]
\[ \quad \text{and place it in} \ \text{Ctr}; \]
\[ \text{end} \]
\[ \text{end for} \]

\[ i = i + 1; \]
\[ \text{end while} \]

\[ i = 0; \]
\[ \text{for each} \ x \in \text{serD} \text{ do} \]
\[ \quad \text{while}(i < k) \text{do} \]
\[ \quad \quad \text{sim}[i] = \cos(\text{Ctr}[i], x); \]
\[ \quad \quad i = i + 1; \]
\[ \text{end while} \]
\[ \text{select most similar} \ i \ \text{and place} \ x \ \text{in cluster} \ i; \]
\[ \text{end for} \]

\[ \text{recalculate centroids for each cluster and place them in} \ \text{Ctr}; \]

Figure 7. Structure of the delivering agent

In order to present a more detailed and concise explanation of the process behind the proposed approach, we have presented the main points of the two phases (clustering and recommendation) through a pseudocode (Algorithm 2 and Algorithm 3).

Algorithm 2 Service-Clustering;

Input: Request req, Ontology o, Centroids Ctr
Output: adequate cluster

\[ \text{sim} = []; \]
\[ \text{if} \ \text{authorized-user} \text{ then} \]
\[ \quad \text{Apply preprocessing module by PP-Ag; } \]
\[ \quad \text{req} \leftarrow \text{preprocessing}(\text{req}); \]
\[ \quad \text{Apply translationmodule by } T - \text{Ag; } \]
\[ \quad \text{req} \leftarrow \text{translation}(\text{req}); \]
\[ \text{for each} \ x \in \text{Ctr} - \{i\} \text{ do} \]
\[ \quad \text{sim}[x] = \cos(x, \text{req}); \]
\[ \text{end for} \]
\[ \text{if} \ \text{sim}[x] \geq t \text{ then} \]
\[ \quad \text{place} \ \text{req} \ \text{in cluster} \ x; \]
\[ \quad \text{select the most similar centroid and place req in cluster} \ x; \]
\[ \quad \text{recalculate the centroid for cluster} \ x \ \text{and modify it in} \ \text{Ctr}; \]
\[ \text{end} \]

The Users’ requests are generated from a semi-natural language through sending a small paragraph expressing their needs. After the preprocessing phase and the generation of a semantic vector, a verification of the presence of domain concepts is performed using the ontology to accept or reject the request. The transformation of the request into a vector is also evaluated by the user himself.

An overall view of the system process has been modeled through an activity diagram in figure (Figure 8).

4. IMPLEMENTATION AND RESULTS

A. Development tools

The system implementation has been realized using the programming language Java associated with the agent...
Algorithm 3 Service-Recommendation;

Input: Request req, Ontology o, Centroids Ctr
Output: recommendation list of services

$\text{sim} = []$;

if $\text{authorized-user}$ then
    Apply preprocessing module by $\text{PP-Ag}$;
    $\text{req} \leftarrow \text{preprocessing}($req$)$;
    Apply translation module by $\text{T - Ag}$;
    $\text{req} \leftarrow \text{translation}($req$)$;

if $\text{accepted-req}$ then
    for each $x \in \text{Ctr}$ do
        $\text{sim}[x] = \cos(x, \text{req})$;
    end for

    select most similar centroid $x$ from $\text{sim}$;

    for each $s \in x$ do
        $\text{sim}[s] = \cos(s, \text{req})$;
    end for

    select top-k most similar services from $\text{sim}$ and recommend them;

end if $\text{user-satisfaction}$ then
    Assign service with highest score to user;
else
    Notify experts for reallocation in appropriate clusters using $\text{Service-Clustering()}$ or request preprocessing based on user’ scores;
    Apply $\text{Service-Recommendation()}$ from 3 or 7;
end

Figure 8. Structure of the delivering agent

Figure 9. Comparison curves between Euclidean and Manhattan distance

B. Experiments: evaluation and calculation of performances (clustering, recommendation, agent and cloud integration)

1) The first experiment: a comparison between clustering methods and similarity measures

First, a comparative study has been conducted to select the appropriate distance measurement with the classical K-means. Two measures have been involved: the Euclidean distance and the Manhattan distance. The evaluation has been applied on a dataset, composed of 1683 services that belong to the industrial domain, and has been performed considering the response time and the within cluster sum of squares (WCSS).

As it’s observed in the figure (Figure 9) and the table (Table II), Euclidean distance has the lowest WCSS in most cases, even though the Manhattan distance may be more or less quickly. The choice of the Euclidean distance is the most appropriate, because our priority is to find the most optimal distribution for a highly relevant recommendation, and we plan to achieve time savings by using other tools. Following the Elbow method focusing on the K-means, which decreases the WCSS gradually and linearly, the best number of clusters K is: 70 clusters.

As a second step, clustering with the classical K-means using Euclidean distance has been compared to the proposed algorithm (the previously presented improved K-means) applied with Euclidean distance and Cosine similarity. The results are shown in Table III.

According to the comparison of cluster generation time in relation to the number of clusters in the tables (Table II
TABLE II. COMPARISON BETWEEN EUCLIDEAN AND MANHATTAN DISTANCE

<table>
<thead>
<tr>
<th>Nb Cluster</th>
<th>Euclidean distance WCSS (ms)</th>
<th>Runtime (ms)</th>
<th>Manhattan distance WCSS (ms)</th>
<th>Runtime (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=5</td>
<td>481.53136052368336</td>
<td>14370</td>
<td>757.1361754542049</td>
<td>14014</td>
</tr>
<tr>
<td>K=15</td>
<td>709.2992908388202</td>
<td>15454</td>
<td>705.6482908388201</td>
<td>16249</td>
</tr>
<tr>
<td>K=40</td>
<td>203.04899330047363</td>
<td>18641</td>
<td>209.46050742609734</td>
<td>12385</td>
</tr>
<tr>
<td>K=70</td>
<td>58.91534146341461</td>
<td>17252</td>
<td>48.46424999999997</td>
<td>14752</td>
</tr>
<tr>
<td>K=80</td>
<td>7.30249999999997</td>
<td>15430</td>
<td>7.398333333333333</td>
<td>17338</td>
</tr>
<tr>
<td>K=81</td>
<td>4.6000000000000005</td>
<td>15015</td>
<td>4.82999999999999999997</td>
<td>14684</td>
</tr>
<tr>
<td>K=82</td>
<td>1.7250000000000005</td>
<td>18262</td>
<td>2.8750000000000000000006</td>
<td>30258</td>
</tr>
<tr>
<td>K=83</td>
<td>1.38000000000000041</td>
<td>18427</td>
<td>1.3900000000000000000041</td>
<td>28779</td>
</tr>
<tr>
<td>K=84</td>
<td>1.38000000000000041</td>
<td>16766</td>
<td>1.3800000000000000000041</td>
<td>17746</td>
</tr>
</tbody>
</table>

TABLE III. COMPARISON BETWEEN THE IMPROVED K-MEANS AND CLASSICAL K-MEANS USING EUCLIDEAN AND COSINE MEASURES

<table>
<thead>
<tr>
<th>Nb Cluster</th>
<th>Improved K-means Euclidean distance WCSS (ms)</th>
<th>Runtime (ms)</th>
<th>Improved K-means Manhattan distance WCSS (ms)</th>
<th>Runtime (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K=5</td>
<td>8.0402737</td>
<td>16575</td>
<td>1.7914986</td>
<td>18808</td>
</tr>
<tr>
<td>K=15</td>
<td>8.454343</td>
<td>34484</td>
<td>1.7905511</td>
<td>22642</td>
</tr>
<tr>
<td>K=40</td>
<td>8.5375834</td>
<td>42674</td>
<td>1.7890052</td>
<td>45705</td>
</tr>
<tr>
<td>K=70</td>
<td>3.2016816</td>
<td>38753</td>
<td>0.3882726</td>
<td>29558</td>
</tr>
<tr>
<td>K=80</td>
<td>3.028817</td>
<td>68158</td>
<td>0.3856079</td>
<td>48138</td>
</tr>
<tr>
<td>K=81</td>
<td>2.798172</td>
<td>54188</td>
<td>0.3483774</td>
<td>57412</td>
</tr>
<tr>
<td>K=82</td>
<td>2.7691953</td>
<td>61729</td>
<td>0.34982944</td>
<td>39407</td>
</tr>
<tr>
<td>K=83</td>
<td>1.2903903</td>
<td>63214</td>
<td>0.3288336</td>
<td>41037</td>
</tr>
<tr>
<td>K=84</td>
<td>0.85257584</td>
<td>68558</td>
<td>0.3040395</td>
<td>39849</td>
</tr>
</tbody>
</table>

and Table III), a curve has been drawn (Figure 10) to show that the time taken by the K-means algorithm using the Euclidean distance is smaller than that of the improved K-means algorithm using cosine similarity and Euclidean distance respectively.

Based on the comparison between different WCSSs provided according to the number of clusters for each method, the obtained results are presented in the figure below (Figure 11). This has led to the conclusion that in our case study, the WCSS rate of the classical K-means method exceeds that of the improved Method. Furthermore, using the cosine similarity measure with the proposed method further improves WCSS and increases its stability in a very important way.

The proposed method confirms the number of clusters K. Even if it takes more time, but has a very significant error rate.

In relation to our case, clustering is done by the administrator out of service request time. So, the more important is that the WCSS, which presents to the user a better quality of clusters, so that it will serve to decrease the response time to his request.

According to this information and that presented in figures (Figure 10 and Figure 11), the most appropriate method is...
2) The second experiment: a comparison between the classical recommendation based on content filtering and the recommendation based on clustering

This experimentation has been approached to choose the best method applicable on our dataset in terms of quality of recommendations and response time, besides the evaluation of the applied clustering method (Table IV). The study has been conducted on a dataset of 1683 records, with the basic query (Query-b): an expert with a master’s degree in the field of automation and an experience of 8 years with a remuneration not exceeding 30000DA. The most similar case must exceed a similarity rate equal to 0.80. The choice of this threshold is explained by the false positives of the confusion matrix (Figure 12) having a similarity between [0.5-0.8]. The evaluation metrics have been implemented, and the results have automatically been generated, after launching the query used for the experiments. According to these results, the confusion matrix has been generated.

The services classified as false-positive and true-negative (contradiction between prediction and observation), have been retrieved for future contributions in experiments based on user satisfaction.

The recommendation of the same list of services in (1) and (2) confirms the quality of the partitioning (clustering) with a slightly reduced response time, because the most similar cluster contains an important number of services. This leads to the choice of a recommendation conducted on clusters. The evaluation of the recommendations’ quality has been performed by considering different measures presented in table (Table V). The latter provides a comparison of our method with those of some related works.

Where: MAE: Mean Absolute Error. RMSE: Root Mean Squared Error. NRMSE: Normalized Root Mean squared Error.

The comparative study reported above considers the top 10 item lists recommended for datasets of different sizes. Compared to the other works, the interpretation of this table (Table V) shows that the results of our approach are very significant. It presents an approximate full coverage (recall 98.8%), significant accuracy, a practically negligible margin of error and a reduced time. These results indicate that the recommendation process applying the improved K-means clustering, in this paper, is an accurate approach, which proves the efficiency of the recommendations, from one side, and clustering, from the other one, since the latter directly affects the relevance of the recommendations.

3) The third experiment: agent integration

The importance of integrating agents in reducing time is shown in (Table VI), which presents less run time of the executed methods in an agent-based architecture compared to the results above. The importance of agents also resides in the parallelism, which enables the execution of several agents (methods) at the same time so that the information overload is supported.

According to the above table, we notice that the time required by both agents (C-Ag) and (R-Ag) is reduced compared to the execution of these same algorithms independently of the agent-based architecture.

4) The fourth experiment: cloud integration

The last experiment consists of comparing between the global system in and out of the cloud, in order to gain flexibility, storage capacity and execution speed. This comparison confirms our expectations (Results in Table VII).

The results of the experiments performed in/out of a cloud environment, presented in the table below, show an encouraging improvement in terms of execution time. In addition to that, an improvement in the use of CPU (reduced to 9%) and memory usage (estimated at 21%).
TABLE IV. COMPARISON BETWEEN THE DIFFERENT APPLIED RECOMMENDATION METHODS

<table>
<thead>
<tr>
<th>Used Query</th>
<th>Basic Recommendation (1)</th>
<th>Recommendation with clustering (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top 10 recommended services (Identifier ID)</td>
<td>190, 806, 29, 483, 893, 1221, 1676, 1282, 453, 13</td>
<td>190, 806, 29, 483, 893, 1221, 1676, 1282, 453, 13</td>
</tr>
<tr>
<td>Top 10 recommended services (Identifier ID)</td>
<td>1221, 1676, 1282, 453, 13</td>
<td>1221, 1676, 1282, 453, 13</td>
</tr>
<tr>
<td>Runtime (ms)</td>
<td>4114</td>
<td>2569</td>
</tr>
</tbody>
</table>

TABLE V. COMPARATIVE TABLE RELATED TO THE QUALITY OF RECOMMENDATIONS

<table>
<thead>
<tr>
<th>Works</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>MAE</th>
<th>RMSE</th>
<th>NRMSE</th>
<th>User satisfaction</th>
<th>Response time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[11]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.89</td>
<td>0.89</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[4]</td>
<td>61%</td>
<td>58%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[7]</td>
<td>94.5%</td>
<td>91%</td>
<td>93%</td>
<td>0.278</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>20000</td>
</tr>
<tr>
<td>[44]</td>
<td>50%</td>
<td>48%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[46]</td>
<td>92.5%</td>
<td>81.8%</td>
<td>86.8%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Our work</td>
<td>90.1%</td>
<td>98.8%</td>
<td>94.2%</td>
<td>0.001</td>
<td>0.011</td>
<td>0.022</td>
<td>+</td>
<td>2569</td>
</tr>
</tbody>
</table>

TABLE VI. REDUCED RESPONSE TIME BY INTEGRATING AGENTS

<table>
<thead>
<tr>
<th>Process</th>
<th>Without agents</th>
<th>With agents</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partitioning</td>
<td>29839</td>
<td>21106</td>
<td>with improved k-means + cosine similarity (C-Ag)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>2569</td>
<td>1942</td>
<td>with centroids (R-Ag)</td>
</tr>
</tbody>
</table>

TABLE VII. COMPARISON TABLE BETWEEN THE AGENT-BASED ARCHITECTURE DEPLOYED IN AND OUT OF CLOUD

<table>
<thead>
<tr>
<th>Clustering (Improved k-means + cosine)</th>
<th>Without Cloud</th>
<th>With Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendation (clustering)</td>
<td>21106</td>
<td>4961</td>
</tr>
<tr>
<td></td>
<td>1942</td>
<td>1097</td>
</tr>
</tbody>
</table>

The gained response time and CPU resources has been recorded for a data set of 1683. We are considering further expansion of the dataset, to compare the improvements in the cloud, in order to find the best ratio between the performances of our system with the amount of explored data.

5. CONCLUSION AND FUTURE WORK

Multi-entity collaboration requires a consistent work environment that allows accomplishing accurately the desired tasks in a specific time and a consistent information sharing. The accomplished work involves enterprises and their potential exchanged services.

In this paper, the design of a coherent and flexible environment has been investigated in cloud computing as an agent-based architecture, which includes several axes and aspects such as: clustering and recommendation. Initially, the standardization of the discussed language has been applied using a domain ontology, which is followed by an unsupervised classification of the directory into clusters using a new approach. Then, the other axis, focused on filtering and targeted recommendation of a relevant service, has been initiated.

After various experiments, the standardization of the language has greatly facilitated the introduction of semantics and consistency, which was achieved by surrounding the language used among the different involved entities. The proposed clustering has also contributed to the relevance of the recommendations and the improvement in terms of response time. In addition to that, the integration of agents and cloud services has improved the system performance.

In the future, an improvement to the decision making and negotiation method is envisaged by comparing and suggesting new techniques and integrating the fuzzy method.
of cognitive agents, as well as an expansion of the number of the involved services and companies.
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