Transfer Learning based Diabetic Retinopathy Classification
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Abstract: Diabetic retinopathy (DR), a disease that affects the eye by causing damage to the blood vessels of the light sensitive retina. Diabetic retinopathy at the earlier stage might cause no or very minimal vision issues but if not cured it might lead to loss of vision as well. Diabetic retinopathy, particularly in people of working age, is the main cause of blindness among diabetic patients in developing countries. Normal, mild, moderate, severe, and PDR (Proliferative Diabetic Retinopathy) are the five stages of diabetic retinopathy. Usually, trained experts look into the colored fundus image of the eye to examine the stage of DR. But this process is manual and is highly time consuming. It could also sometimes lead to error-prone results. Therefore, various Computer Vision approaches are proposed to detect the stage of DR in the fundus image, but they lack in particular classifying the DR at lower stages. The proposed methodology compares various CNN models (Densenet201, InceptionV3, Resnet50) along with processing specifically to extract maximum features from fundus image to classify the stage of DR with the publicly available kaggle dataset. The proposed methodology compares the algorithms based on Quadratic Kappa Score where the obtained score for Densenet201, InceptionV3 and Resnet50 are 0.931, 0.956 and 0.926 respectively.
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1. INTRODUCTION

A medical condition called Diabetic Retinopathy, also referred to as diabetic eye disease, is caused by diabetes mellitus and damages the retina. It may develop as a result of having high blood sugar levels, which can harm blood vessels all over the body, including those in the retina. As was mentioned in the previous section, blindness is a significant issue in developing nations. The five stages of DR include normal, mild, moderate, severe, and proliferate. While the micro-aneurysm (MR) may appear to be a small red dot in the earlier stages, as the condition progresses to the later stages, the MA deepens and develops into a hemorrhage that resembles a flame, which results in blindness.

By 2025, there are anticipated to be 592 million patients with DR, up from 382 million currently according to [1]. DR detection is regarded as one of the more difficult diseases to diagnose because by the time human examiners submit their reports, the disease will have advanced further. DR detection is currently done manually, which takes a lot of time and resources and makes the process slow. Therefore, it is necessary to put in place an automated system that would identify and categorize the stage of DR in the human eye in order to lessen this boilerplate.

The DR is currently categorized using methods of image processing. There are also methods that classify DR or No DR using machine learning algorithms. However, the proposed methodology uses three different types of transfer learning models, hyper parameter tuning, and DR-specific pre-processing to categorize the stage of DR into the five classes that were covered in the earlier section.

2. RELATED WORKS

Multitasking approach for diabetic retinopathy detection has been employed[2]. This paper uses a regression model and classification model for detection and classification of DR. Classification model will help finding the difference in characteristics between five stages of DR whereas the regression model will find the inter-dependent characteristics between the stages. The results of both models are concatenated and the final classification of class is determined. The paper proposed two models in multitasking approach of SEDensenet and Xception. The maximum Kappa score for APTOS dataset was shown by the Xception model which is 0.90.
The VGG-NiN model[3] proposed an architecture for DR classification which uses less possible learnable parameters for fast convergence of the model and less training time. The proposed model stacked the VGG16 SPP layer and Network-in-Network which makes the model learn nonlinear features and make it better in terms of accuracy.

This article explains a transfer learning-based technique for neovascularization detection[4]. Using four pre-trained Convolutional Neural Network (CNN) models, including AlexNet, GoogLeNet, ResNet18, DenseNet201, and InceptionV3, the effectiveness of the transfer learning method is examined.

This particular paper[5] helped us in exploring on how Convolutional Neural Network is employed in classifying the stage of diabetic retinopathy based on symmetric convolutional neural network. This paper also gave us an insight on using layers of CNN on predicting the minute points causing blindness.

In order to better detect lesions in the fundus image, the hybrid CNN-SVD model[6] for dimensionality reduction and Extreme Learning Machine (ELM) Algorithm for classification used preprocessing methods like Ben Graham’s principle and CLAHE.

In[7], a deep CNN is used. The deep CNN uses symmetric convolutional structures to identify various types of lesions in images of the diabetic retina. Convolution, maximum pooling, and average pooling layers are used in the implemented approach for feature filtering, and the outcomes with the three features are compared. This implementation helped us in deciding upon which pooling layers to be added to the model. The implemented approach concluded that average pooling performs better in terms of identifying the tiny lesions from the fundus image with an accuracy of 0.936 whereas max pooling and convolution was comparatively lower with 0.920 and 0.932 respectively.

In[8], This paper used GoogleNet to classify the DR images with a cloud background for prediction. The authors claim that the system they proposed reduces the time in classification of DR stages whereas there was no explanation on individual class wise performance.

As a result, from the background literature reviews, it is evident that though the existing implementations gave us solid understanding of various methodologies to approach diabetic retinopathy detection, but also lacks in various areas like the complexity of the model, Cohen’s kappa score. In the proposed methodology, few of the issues are addressed along with pre-processing specific to the retinal image for the selected transfer learning models InceptionV3, DenseNet201 and Resnet50 respectively.

3. PROPOSED WORK

A. Dataset Description

The dataset used is the Kaggle APTOS 2019 dataset. It consists of labeled fundus images of five classes namely 0-No DR, 1-Mild, 2-Moderate, 3-Severe, 4-Proliferative DR. The dataset has 3662 training images. The train and test images are split on the basis of 80-20 proportions. Figures 1 and 2 shows the distribution of images in each class and the representation of each stage of DR.

B. Preliminaries

1) Convolutional Neural Networks

Convolutional Neural networks (CNN) are used in deep learning models to extract complex features in images. The features can be identified as the simplest part to identify an image and classify. For e.g., detecting eyes of a human in an image which is a feature of human image. CNNs consist of many layers of feed forward network where each of the layers detect simple to complex features from the input. Convolutional Neural Network has a series of layers such as the convolution layer, activation, and pooling layer for extracting features and finally there will be a fully connected layer to classify images.

The Convolution layer has filters which are square matrices which will slide over the input matrix and a dot product is performed. Generally the image input will be expressed as $(ht \times wt \times 3)$. The resulting matrix is called the activation map. On this activation map, an activation function is applied. Activation function introduces non-linearity to the CNN. ReLU activation is used mostly in CNNs which activates the input if it is positive. Leaky ReLU, an activation which is a modified version of ReLU, is also used in CNNs.

To the output feature map after applying activation, pooling operation is performed. Generally, there are two types of pooling, Max pooling and Average pooling. The purpose of pooling is to reduce the size of the feature maps to make the computation fast and simpler. The pooling works the same way as the convolution layer by sliding...
over the feature map but it will take the max(or average) value from the region being overlapped by the kernel unlike dot product. One more advantage of pooling operation is it reduces noise in an image as it takes the max value only.

2) Transfer Learning

Transfer learning is a technique that uses large pre-trained models for similar related tasks. Transfer learning is a method where a large pretrained model is used in a similar related task. This is basically, instead of training a model from scratch, the pretrained model weights are used where it has seen a lot of similar data. The main advantage of transfer learning is the training time where training a model from scratch takes a lot of time and computation power. Also, the amount of data needed for training a model is huge which in most cases is not available. Most of the pretrained models are trained with the Imagenet dataset which has over 1000 classes and around 1 million training images.

a) Densenet201

Densenet 201[9] is a convolutional neural network and it is 201 layers deep. In Dense Convolutional Network(DenseNet), each layer is connected to every other layer as shown in Figure 3 where in other networks each layer will connect only to the subsequent layers. Therefore the number of layers in a densenet is given by \(L(L+1)/2\). The advantage of DenseNet is that it requires fewer parameters while avoiding redundant feature map training. Another advantage of DenseNets is that gradient flows make training easier because they are directly linked to the previous layer.

b) Resnet50

Resnet models[10] are built by the intuition of skip connections. Deeper networks can detect complex features but training them comes with a problem of vanishing gradient which results in saturation of accuracy. To overcome this problem, the Resnet comes with a solution of Residual blocks where there is a direct connection that skips some layers in between Figure 4. In this way the vanishing gradient problem is handled where there will be an alternate path to the gradient flow.

c) InceptionV3

Inception models were developed by Google. The deep models tend to overfit the data, so these inception models have different sized filters at the same level so this keeps the network wider rather than deeper and also avoids overfitting. The Inception v3[11] is an improved version where the larger convolutions were simplified into smaller convolutions making the model less computational Figure 5.

C. Proposed work

In the proposed work as shown in Figure 6, the dataset is first pre-processed to gray-scale. Then in order to focus only on the circular part of the eye, the image is then circular cropped. This crop was used to remove black areas from original square images, and also crop a circular area based on the image center. Then the image is resized to 224 * 224 for better feature extraction. After the pre-processing, pre-trained model weights of Densenet201, InceptionV3 and Resnet50 are loaded by removing the top layer. The layers are altered with Global Average Pooling which will extract the fine details from the fundus image. In order to avoid overfitting, dropouts are performed. Then the model is optimized using adam optimizer and then with SGD. Finally, the performance of the transfer learning models with the proposed approach is compared against Cohen’s kappa score.
4. METHODOLOGY

A. Pre-processing

The input image undergoes the following image pre-processing techniques which are listed below:

1) Image Resizing: To facilitate preprocessing in later stages, the image is resized to 224 x 224 px width.
2) Grayscale Conversion: The RGB-formatted input image that we typically receive has a lot of details that are not necessary for our process. The values will be decreased from 256 to a smaller value as a result of converting the image from RGB to grayscale.
3) Noise removal: Image noises are imperfections in the image that result from bad photographs.
4) There are many types of noise, including salt and pepper noise and Gaussian noise. In order to remove the noise from the image, we used Gaussian blur.
5) Circular crop: Since the lesions in the fundus image are the primary focus of diabetic retinopathy detection, circular cropping is used.

After this, the image is passed to the transfer learning models which detects the stage of the retinopathy from 0 to 4.

B. Model implementation

In the proposed system the pre-trained model weights of Densenet201, InceptionV3 and Resnet50 are loaded respectively where the top layers of the model are removed. Global Average pooling is used in order to average the intensity values which captured fine details from the fundus image. The image dataset is augmented on the fly using keras data generator which the images are rescaled by dividing by dividing it by 255 and then it is randomly rotated by 360 degrees. All these functions are done on the fly which would reduce space complexity of the overall model. Then in order for the model to avoid overfitting drop outs are performed. Later, each model was trained with an optimizer. Optimizers are used because it alters the weights values accordingly which increases the model accuracy. Firstly the model is trained using Adam optimizer, it is chosen because Adam optimizers are computationally less expensive. But while executing the model with Adam optimizer the validation loss was greater than the accuracy. Later the model was fine tuned with SGD optimizer which converges earlier with a minimum loss than Adam optimizer. Therefore at the end of SGD optimizer the loss was minimal and the accuracy was better. Then the results obtained from Adam and SGD are combined. When combined the accuracy was furthermore improved as the Adam and SGD are exploited at the same time by taking the best of two.

C. Performance metric

Since the dataset is imbalanced, accuracy will not be a good metric for evaluating the performance of the model because the accuracy will be more biased towards the class with more data. So, here we use Quadratic weighted kappa score for evaluating the performance of the model. Cohen’s kappa score values range from -1 to 1. As the Cohen’s kappa score converges to 1 it means that the model has predicted the stage of the DR correctly.

5. RESULTS AND DISCUSSIONS

We have implemented and compared three transfer learning models and obtained the following results.

A. Densenet201

The Densenet201 model has train and val accuracy in the range 0.80 to 0.85. Since diabetic retinopathy detection falls under the category of classification problem, it is appropriate to visualize the results in the form of heatmap. The Densenet201 model was best in detection the first level of DR than the other levels in the train and val set. From the result visualizations Figures 9 and 10, we can infer that the classes 3 and 4 are not performing well. The kappa score of DenseNet is 0.931
The Resnet50 model achieved a train and val accuracy of about 0.75 to 0.80 which is relatively lower than the Densenet201. From the heatmap as shown in Figures 11 and 12, it can be seen that the Resnet50 model was able to recognize class 0 and class 2 better than all other types. But it shows poor recognition for class 5. So, we cannot conclude that the model will predict all classes correctly. The model is more biased towards classes 0 and 2. The model was able to achieve a kappa score of 0.926.

C. InceptionV3

Inception V3 accuracy was higher than Densenet201 and Resnet50 models whose train and val accuracy was about 85%. From the heatmap visualization shown in Figures 13 and 14, we can see that the model was able to identify type 0, 1, 2, and 3 which is higher than the other two models. Especially it is performing better in classifying the proliferative DR stage which if wrongly predicted leads to blindness. Also the cohen’s kappa score is 0.956 which is better than the other two models.
From the results of the experiments with the three models, it can be inferred that the InceptionV3 model with 0.95 Kappa score has outperformed Resnet50 and DenseNet201, also outperforms the existing Multitasking model[2] which has maximum Kappa score of 0.88. Table I shows the comparison of these models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Kappa score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Densenet201</td>
<td>0.931</td>
</tr>
<tr>
<td>Resnet50</td>
<td>0.926</td>
</tr>
<tr>
<td>InceptionV3</td>
<td>0.956</td>
</tr>
<tr>
<td>Multitasking Deep Learning Model for Detection of Five Stages of Diabetic Retinopathy[2]</td>
<td>0.88</td>
</tr>
</tbody>
</table>

TABLE I. Comparison of Kappa scores of models

6. CONCLUSION AND FUTURE WORK

The proposed approach of transfer learning in diabetic retinopathy detection with three models Densenet201, Resnet50 and InceptionV3 proved to be better than existing approaches and among all the three InceptionV3 outperformed better than the other two in terms of Cohen’s Kappa Score for the Kaggle dataset. The existing Multitasking model[2] achieved a kappa score of 0.88 while the proposed approach with Densenet201, Resnet50 and InceptionV3 models achieved a kappa score of 0.931, 0.926 and 0.956 respectively. The kappa score of the proposed approach is higher than the existing approach while among the proposed models, InceptionV3 outperformed densenet201 and resnet50. In the future we would like to work on further fine tuning in order to increase the model performance even more as well as train a few more models for detecting diabetic retinopathy among people.
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